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Abstract: Consider a drone that aims to find as quickly as possible an unknown number of static 1

targets at unknown positions. A multi-target particle filter uses imperfect measurements of the target 2

positions to update an intensity function that represents the expected number of targets. We propose 3

a novel receding-horizon planner that selects the next position of a drone by maximizing an objective 4

that combines exploration and target refinement. Confidently localized targets are saved and removed 5

from consideration along with their future measurements. A controller with an obstacle-avoidance 6

component is used to reach the desired waypoints. We demonstrate the performance of our approach 7

through a series of simulations, as well as in a real-robot experiment in which a Parrot Mambo drone 8

searches from a constant altitude for targets located on the floor. Target measurements are obtained 9

on-board the drone using segmentation in the camera image, while planning is done off-board. The 10

sensor model is adapted to the application. Both in the simulations and in the experiments, the novel 11

framework works better than lawnmowers and active-search baselines. 12

Keywords: Multi-target Search; Probability Hypothesis Density Filter; Parrot Mambo Minidrone; 13

Exploration-Based search. 14

1. Introduction 15

We consider a drone exploring a 3D environment to find as quickly as possible an 16

unknown number of static targets at unknown locations. Examples of such target search 17

problems include search and rescue [1], monitoring activities [2], exploration of unknown 18

places for hazards [3], etc. The specific problem motivating our approach is the search 19

for underwater litter, see seaclear-project.eu. The main goal is to reduce the trajectory 20

length (number of steps), since in practice real-world robot motion and sensor samples 21

are often the most costly resource. The drone is equipped with an imperfect sensor that 22

has a limited field of view (FOV)1, may miss targets, and takes noisy measurements of the 23

detected targets. The FOV is modeled using a position-dependent probability of detection. 24

Based on the measurements, a Sequential Monte Carlo-Probability Hypothesis Density 25

(SMC-PHD) multi-target filter [4] is run in the framework of random finite sets [5,6]. The 26

filter uses weighted particles to represent an intensity function, which is a generalization 27

of the probability density that integrates not to a probability mass, but to the expected 28

number of targets [5]. 29

Many ways have been proposed to search for and identify a known or unknown 30

number of dynamic or static targets from measurements taken by mobile agents, in robotics 31

[7–15], control [16–19], reinforcement learning [20–29], multi-target filtering [5,12–14,18, 32

23,30–34], etc. Among all these fields, we focus here on multi-target filtering with an 33

intensity function representation, because this framework best accommodates our setting. 34

Approaches in other fields use different models of uncertainty (e.g. uncertainty on the 35

robot pose and on the map, versus our case of an unknown number of targets at unknown 36

1 The FOV is the extent of the scene visible by the sensor from a given position.
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locations that are unreliably and noisily detected); and different representations, like 37

occupancy maps, which are less suited than intensity functions to our setting. For instance, 38

targets clustered in a single cell of an occupancy map will not be identified properly, and 39

if the number of targets is not very large, an occupancy grid may be inefficient. From the 40

point of view of path planning and exploration, our main contribution is to formulate a 41

search potential to be maximized and a corresponding strategy such that all targets are 42

found with sufficient accuracy and in minimum time, given the uncertainty concerning the 43

number of targets, detecting targets, and available noisy measurements. 44

In multi-target filtering, most methods use only variants of mutual information (MI) 45

to evaluate the potential waypoints of the agents, e.g. [5,18,33]. MI measures the amount 46

of information between agent trajectories and the event of not seeing any targets, so 47

maximizing MI decreases the chances of not seeing previously observed targets (in other 48

words, it increases the chances of seeing them). A key shortcoming of such methods is that 49

exploration of the environment to find new targets is – to our best knowledge – not explicitly 50

considered. Instead, some methods include a search component for an unknown-target 51

intensity function [35–37], which can be seen as an indirect form of exploration. Methods 52

from other fields do explore or even aim to search and map the whole environment [10– 53

15,21,25,27,38,39] but as explained above they are unsuitable in our setting. 54

We therefore propose here the first method to search for an unknown number of targets 55

based on intensity functions that explicitly explores for new targets. In this method, a new 56

drone path planner selects future positions by maximizing a finite-horizon objective func- 57

tion that balances two components: exploration and target refinement, somewhat similar to 58

the basic behaviors and the corresponding potential fields in e.g. [12,40,41]. The exploration 59

component drives the drone toward unseen regions of space. It is implemented using an 60

exploration bonus initialized to 1 over the entire environment and then decreased in the 61

observed regions. Target refinement aims to better locate targets for which measurements 62

were previously received, and is computed in one of two ways. The first option is standard 63

MI, like in [18,30–33,42]. Moreover, since evaluating MI requires expensive computations, 64

we introduce a computationally cheaper option than MI in which the probabilities of 65

detection at estimated target locations are summed up. 66

As a result of maximizing the objective function, the planner returns a sequence of 67

waypoints, the first of which is implemented using a controller that also performs obstacle 68

avoidance. The procedure is repeated in the receding horizon. Estimated target locations 69

are computed as the centers of K-means clusters of particles [43–45]. Narrow enough 70

clusters that contain a large enough intensity mass are declared as found targets. To 71

prevent reidentifying found targets, we remove their corresponding particles and future 72

measurements likely to be originating from them. 73

The proposed method is extensively validated in a series of simulations and experi- 74

ments concerning finding an unknown number of targets. We first study the influence of 75

the planning horizon and find that horizon 1 suffices in practice. We then pitch our method 76

against three baselines: a predefined lawnmower pattern that uniformly covers the environ- 77

ment [46], compared to which we aim to reduce the number of robot steps required to find 78

all the targets; and two active-search methods representative of the multi-target filtering 79

field: an MI-only method without any exploration, adapted from [33], and a method with 80

an unknown-target search component, adapted from [35]. For both uniformly distributed 81

and clustered targets, our method finds all targets faster than these baselines. Using the 82

full, exploration-based objective, we then compare MI to our center-probability technique 83

and find that computational cost is reduced without introducing any statistically significant 84

difference in target detection performance. A key contribution is our real-life experiment, 85

which involves a Parrot Mambo mini-drone searching from a constant altitude for targets 86

that on the floor. Here, our new method again works better than the lawnmower and the 87

MI-only method, confirming the simulation results. 88

Summarizing, the key contributions of our paper include: 89
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• A method to search for an unknown number of static targets at unknown positions, 90

which uses an intensity-function multitarget filter to handle highly uncertain sensors, 91

and is the first to combine such a filter with an explicit exploration objective in the 92

planner. 93

• Detailed simulation results in which we compare to three baselines, including a 94

lawnmower and two active search methods. 95

• A real experiment involving a Parrot Mambo that searches indoors for targets located 96

on the floor, and which we compare to a lawnmower and an active-search method. 97

This paper is a heavily extended and revised version of our preliminary conference 98

version [47], with the following additional elements: (i) validation in real-life experiments 99

using a Parrot Mambo mini-drone (ii) extension of the planner to receding horizon whereas 100

it was myopic (single-step) before; (iii) generalization from 2D to 3D; and (iv) addition of 101

an obstacle avoidance strategy to the control of the drone. 102

Next, Section 2 formulates the problem, followed by background on PHD filtering in 103

Section 3. Section 4 describes the proposed method. Section 5 presents simulation results, 104

followed by the hardware setup and experimental results in Section 6. Section 7 concludes 105

the paper. 106

2. Problem Formulation 107

The problem we are addressing concerns a drone that navigates a 3D space (environ- 108

ment) E containing an initially unknown number of stationary targets, as depicted in Fig. 1 109

(left). The primary goal is to identify the positions of all the targets as accurately as possible, 110

using a trajectory that is as short as possible. The main challenge is that target sensing is 111

affected by two sources of uncertainty: missed targets due to a probabilistic field of view 112

and measurement noise for those targets that are detected, see the sensor model below. A 113

planner will be formulated in Section 4.1 that aims to both find new targets and to reduce 114

uncertainty about seen targets. 115

The drone’s dynamics are defined by: 116

qt+1 = f (qt, ut) (1)

where t represents the discrete time step. The input ut can be, for example, a state feedback 117

control law: 118

ut = h(qt) (2)

but various other controllers can be employed. It is assumed that the drone’s state qt ∈ E 119

is known accurately enough to avoid the need for an explicit treatment of state uncertainty; 120

and that for any ϵ > 0, the controller can maneuver the drone to within an ϵ-neighborhood 121

of any location in E in a finite number of steps. 122

At the given discrete time-step k, a set Xk contains Nk stationary targets at positions 123

xik ∈ E, i = 1, 2, . . . , Nk. Note that the drone’s dynamics have a time scale (time-step t) 124

different from that of the measurements and planning (time-step k). Both the cardinality 125

Nk and the locations of the targets are initially unknown. Although we assume that the 126

real set of targets is static, new targets are seen over time so a time-dependent notation is 127

employed. 128

The sensor model describes how measurements are taken. Sensor uncertainty mani- 129

fests in two ways. Firstly, at each step, the sensor does not see all the targets, but may miss 130

some, depending on a probabilistic FOV. Secondly, the measurements of seen targets are 131

affected by noise. 132

In general, the probability with which the drone at position q detects a target at 133

position x is denoted by π(x, q). For example, in our simulations, we will consider an 134

omnidirectional ranging sensor [2,3,19,33,48] for which the probability is defined as: 135

π(x, q) = Ge−∥ζ∥/2 (3)
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Figure 1. Left: 3D space with 12 targets and a drone. Right: drone with a spherical field of view
symmetrical in all three axes. The dark orange to blue colors show the probability of observation
(higher to lower) at the current position of the drone. This is a 2D slice of the 3D probability of
observation.

where scalar G ≤ 1 and:

ζ =

(Xx −Xq

FX
,
Yx −Yq

FY
,
Zx −Zq

FZ

)
is a normalized distance between the target and the sensor (drone). In this expression, 136

(Xx,Yx,Zx) is the 3D position of the target, (Xq,Yq,Zq) are the 3D coordinates of the drone 137

position q, and (FX ,FY ,FZ ) are normalization constants that may be interpreted as the 138

size of the (probabilistic) FOV. For example, when these constants are all equal, π is radially 139

symmetric around the drone position, as illustrated in Fig. 1 (right). The planner works for 140

other forms of π, and in fact for the real drone the FOV will be different, see equation (19). 141

The binary event bik of detecting a target xik then naturally follows a Bernoulli dis- 142

tribution given by the probability of detection at k: bik ∼ B(π(xik, qk)). Given these 143

Bernoulli variables and the actual target positions (Xxik ,Yxik ,Zxik ) in the space E, the set of 144

measurements Zk is: 145

Zk =
⋃

i ∈{1,...,Nk} s.t. bik=1

[gik(xik) + ϱik] (4)

where gik(xik) is defined as:

gik(xik) = [dik, θik, ϖik]
T

dik =
√
(Xxik −Xqk )

2 + (Yxik −Yqk )
2 + (Zxik −Zqk )

2,

θik = arctan
Yxik −Yqk

Xxik −Xqk

, ϖik = arcsin
Zxik −Zqk

dik

So, for each target that is detected, the measurement consists of a range dik, bearing angle 146

θik, and elevation angle ϖik with respect to the drone. This measurement is affected 147

by Gaussian noise ϱik ∼ N (., 0, R), with mean 0 = [0, 0, 0]⊤ and diagonal covariance 148

R = diag(σ2, σ2, σ2). Thus, the target measurement density is: 149

p(zk|x) = N (zk, gk(x), R) (5)

i.e, it is a Gaussian density function with covariance R centered on g(x). This density will 150

be used to estimate the target locations. 151

3. Background on PHD Filtering 152

The Probability Hypothesis Density (PHD) D : E → [0, ∞), or intensity function, is 153

similar to a probability density function, with the key difference that its integral
∫

S D(x)dx 154
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over some subset S ⊆ E is the expected number of targets in S, instead of the probability 155

mass of S as it would be for a density. 156

The PHD filter [4] performs Bayesian updates of the intensity function based on the 157

target measurements and is summarized as: 158

Dk|k−1 = Φk|k−1(Dk−1|k−1)

Dk|k = Ψk(Dk|k−1, Zk)
(6)

Here, Dk|k−1 is the prior intensity function predicted based on intensity function Dk−1|k−1 at 159

time step k− 1, and Dk|k denotes the posterior generated after processing the measurements. 160

The multi-target prior Dk|k−1 at step k is defined by: 161

Dk|k−1(xk) = Φk|k−1(Dk−1|k−1)(xk) = Υ +
∫

E
ps(ξ)δξ(xk)Dk−1|k−1(ξ)dξ (7)

where ps(ξ) is the probability that an old target at position ξ still exists, and the transition 162

density of a target at ξ is defined as the Dirac delta δξ(x) centered on ξ. This is because 163

in our case targets are stationary. Finally, Υ denotes the intensity function of a new target 164

appearing, and is chosen here as a constant. The posterior intensity function Dk|k at step k 165

using the measurements Zk is computed as: 166

Dk|k(xk) = Ψk(Dk|k−1, Zk)(xk) =

1 − π(xk, qk) + ∑
z∈ Zk

ψkz(xk)〈
ψkz, Dk|k−1

〉
(xk)

 · Dk|k−1(xk)

(8)
where ψkz(xk) = π(xk, qk)p(zk|xk) denotes the overall probability of detecting a target at xk 167

with p defined in (5), and
〈

ψkz, Dk|k−1

〉
=

∫
E ψkz(xk)Dk|k−1(xk)dxk. In practice, we employ 168

the SMC-PHD filter [4], which uses at each step k a set of weighted particles (xi
k, ωi

k|k) to 169

represent Dk|k, with the property that
∫

S Dk|k(x)dx ≈ ∑xi
k∈S ωi

k|k for any S ⊆ E. For more 170

details about the particle-based implementation, see Appendix A. 171

Figure 2. Illustration of an intensity function defined over 2D space.

An example of an intensity function in 2D is given in Fig. 2, where the three peaks 172

correspond to possible target locations and the circles illustrate the weighted particles.2 The 173

red patch in Fig. 2 is the intensity function D defined over the corresponding rectangle S 174

lying in the (X, Y) plane. The integral of D over this red region gives the expected number 175

of targets in S. 176

2 In reality, there is no constraint that particle weights are on the PHD surface, this situation is shown here to
give a more intuitive representation.
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The PHD filter will be used by the planner in the following section to estimate target 177

locations from measurements. 178

4. Exploration-Based Search 179

This section presents the main contribution of the paper: the novel target search 180

algorithm, organized in three components. First, the proposed drone path planner is 181

described in Section 4.1. Second, in Section 4.2, we present a method to mark well-defined 182

targets as found and disregard measurements likely to come from these targets in the future. 183

Finally, an obstacle avoidance mechanism is given in Section 4.3. 184

4.1. Planner 185

Consider first the problem of designing a 3D path to follow so as to find the targets. 186

A classical solution to this problem would be a 3D variant of a lawnmower trajectory, 187

which fills the space in a uniform manner. We evaluate the lawnmower as a baseline in our 188

experiments, but a solution that finds the targets more quickly is desired. We propose next 189

a receding-horizon path planner that generates such a solution as a sequence of waypoints 190

for the drone to track and, in addition to exploring the space with the goal of finding all 191

targets, focuses on refining potential targets that were already (but poorly) measured. 192

At each step k, a new waypoint is generated by the planner. To formalize the planner, 193

define first the integer horizon τ > 0, and a potential sequence of next positions of the 194

robot qk = (qk+1, qk+2, . . . , qk+τ). In this sequence, each potential next position is defined 195

relative to the previous one: 196

qk+j+1 = qk+j + δqj, for j = 0, . . . , τ − 1 (9)

where the set of possible position changes δq is discrete and should be sufficiently rich to 197

find the targets. The sequence of next positions is determined by solving the following 198

optimization problem: 199

q∗
k ∈ argmaxqk

{α ·E(qk) +T(qk)} (10)

The objective function has two components: exploration E(qk) and target refinement T(qk), 200

with α a tunable parameter that controls the tradeoff between the two components; a larger 201

α emphasizes exploration more. The first of the positions found by (10) will be the next 202

waypoint of the drone, and then the optimization procedure is repeated, leading overall to 203

a receding-horizon scheme similar to model-predictive control [49]. 204

The exploration component E(qk) of (10) is novel, and drives the robot to look at unseen
regions of the environment. To achieve this, define first an exploration bonus function ι,
which is initialized to 1 for the entire environment, and decreases at each step k and each
position x by an amount related to π(x, qk). The meaning is that each position x has been
explored to an amount related to the probability of detection at that position. To implement
the exploration bonus, we represent ι on a 3D grid of points xijl , initialized with:

ι0(xijl) = 1, ∀i, j, l

and updated with: 205

ιk(xijl) = ιk−1(xijl) · (1 − π(xijl , qk)), ∀i, j, l, ∀k ≥ 1 (11)

Then, the exploration component is defined as: 206

E(qk) =
τ

∑
j=1

ck

∑
i=1

ιk(qk) (12)

where ιk at positions qk that are not on the grid is computed by trilinear interpolation. 207

The target refinement component T(qk) in (10) focuses on refining the locations of 208

targets about which measurements were already received, by driving the robot to areas 209
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where the intensity function is larger. The refinement component can be computed in two 210

ways. 211

The first option is the MI between the targets and the empty measurement set along 212

the horizon, which we use and compute as in [33]. Since this MI is maximized, the event 213

of receiving empty measurements is expected to become low-probability. Note that since 214

probabilities of detection depend on the position sequence qk, the MI also depends on these 215

positions. A shortcoming of MI is that it is computationally expensive, due to the need to 216

compute the entropy of the target intensity function and the conditional entropy between 217

the next position of the agent and a binary measurement event. 218

We therefore propose a second, a computationally more efficient alternative. At each 219

step k, we extract potential targets as clusters of particles generated with K-means [4]. The 220

target refinement component then consists of the sum of the observation probabilities of all 221

cluster centers, accumulated along the horizon: 222

T(qk) =
τ

∑
j=1

ck

∑
i=1

π(x̂i,k, qk+j) (13)

where the probability of detection π was defined in (3), ck denotes the number of clusters 223

at k, and x̂i,k is the center of the ith cluster Ci,k. This center has the meaning of an estimated 224

target position. This option will be called “center probabilities”, for short. The intuition is 225

that the probability of observing estimated target locations is maximized. 226

Note that in classical target search [30–33,42] only MI target refinement is used, which 227

means that the robot only focuses on targets that it already saw, without exploring for new 228

targets. Conversely, when no targets have been seen yet (or when all seen targets have been 229

marked as found, see below for details), planner (10) will compute the robot’s trajectory 230

solely based on the exploration component, so a space-filling lawnmower-like trajectory 231

is obtained, see Fig. 10 in the experiments for an example. In most cases, both objectives 232

are important, and the proposed planner strikes a balance between them, controlled by the 233

tuning parameter α. 234

4.2. Marking and Removal of Found Targets 235

Even when certain targets are well-determined (i.e. they have clear peaks in the 236

intensity function), the target refinement component will still focus on them, which is 237

not beneficial since the time would be better spent refining poorly seen targets or looking 238

for new targets. To achieve this, the algorithm removes such well-determined targets, as 239

explained next. After a measurement is processed, we extract potential targets as clusters 240

of particles with K-means [4]. Then, each cluster that is narrow enough, and associated to a 241

large enough concentration of mass in the intensity function, is taken to correspond to a 242

well-determined, or found, target. Two conditions are checked: that the cluster radius ri,k is 243

below a threshold Tr, and that the sum of the weights ωj of the particles in the cluster is 244

above a mass threshold Tm. The center x̂i,k of such a cluster is added to a set X̂ of found 245

targets, and the particles belonging to that cluster are deleted. 246

To prevent the formation of another intensity peak at the locations of old, already- 247

found targets, measurements likely to be associated with these targets are also removed 248

from future measurement sets. Of course, the algorithm has no way of knowing which 249

target generated a certain measurement. Instead, among any measurements zk that are 250

closer than a threshold Tz to some previously found target x̂ ∈ X̂, i.e.,
∥∥∥g−1

k (zk)− x̂
∥∥∥ ≤ Tz, 251

the closest measurement to x̂ is removed from Zk (note the transformation of z to Cartesian 252

coordinates). Only a single measurement is removed, because a target generates at most 253

one measurement. 254

4.3. Obstacle Avoidance 255

Recall that the low-level controller is used to drive the drone to the next waypoint 256

determined by the planner. Along the trajectory obstacles may appear. We use a simple and 257
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computationally efficient method to avoid detected obstacles. A collision danger indicator 258

between the drone position q and the obstacle o closest to it is computed as [50]: 259

O =

{
1, ∥q − o∥ < dl

0 otherwise
(14)

where dl is the minimum admissible distance to the obstacle. 260

The control input is then modified by a collision avoidance term by, which gets 261

activated whenever O becomes 1: 262

ũt = ut − kobsO (15)

where kobs is a positive gain. Recall that for the low-level control, we use the time index t. 263

Moreover, if at any point the next waypoint is generated too close to an obstacle, this 264

waypoint is moved to the minimum admissible distance from the obstacle along the line 265

joining the drone and the waypoint. 266

Algorithm 1 summarizes the target search procedure, integrating the components 267

from Sections 4.1–4.3. Exploration bonus ι0 is 1 everywhere, and the set X̂ of targets found 268

is initially empty. 269

Algorithm 1 Target search at step k

1: get measurements Zk from sensor
2: for x̂ ∈ X̂ do
3: Zaux = {zk ∈ Zk | ∥g−1(zk)− x̂∥ ≤ Tz} measurements from found target.
4: if Zaux is nonempty then
5: remove measurement:
6: Zk = Zk \ argminzk∈Zaux

∥g−1
k (zk)− x̂∥

7: end if
8: end for
9: run filter from Section 3 with measurements Zk

10: use K-means to find clusters Ci,k, i = 1, . . . , ck
11: for each cluster i = 1, . . . , ck do
12: if ri ≤ Tr and ∑i ∈Ck

ωi ≥ Tm then target found:
13: delete all particles i ∈ Ci,k
14: X̂ = X̂ ∪ x̂
15: end if
16: end for
17: update exploration component ιk using (11)
18: for each qk generated with (9) do
19: compute exploration E(qk) (12) and target refinement T(qk) (13)
20: end for
21: find best sequence q∗

k with (10)
22: go to the first position q∗k+1 =: qd while avoiding obstacles with (15)

5. Simulation Results 270

To validate the efficiency of the proposed target search algorithm, we ran 7 simulated 271

experiment sets in 3D target space, referred to as E1 through E7. In E1, we investigate the 272

performance of the receding-horizon planner as a function of the horizon τ. 273

In E2 (for uniformly, sparsely distributed targets) and E3 (for clustered targets), we 274

compare the new algorithm against three baselines. The first baseline is a standard lawn- 275

mower that covers the environment uniformly. The other two baselines are representative 276

for the literature on active target search with intensity-function filtering [7,19,30,32,33,35– 277

37,42]: a planner that uses only MI without exploration like in [33], and one with an 278



Version April 27, 2024 submitted to Sensors 9 of 20

unknown-target search component, based on [35]. In [35], the intensity function is rep- 279

resented as a Gaussian mixture, target refinement is achieved by driving to the closest 280

Gaussian, and (in separate experiments) target search is achieved by driving to the widest 281

Gaussian. A future research direction suggested by the authors of [35] is to mix the two 282

strategies. Here, we adapt their method firstly by applying it to the clusters in our particle- 283

based representation instead of Gaussian components, since they have the same meaning 284

of potential targets. Secondly, we choose a simple mix between search and refinement: the 285

drone first drives to the nearest cluster, then to the widest, then to the nearest, and so on. 286

Starting with E4, we return to our method that includes exploration. In E4, we evaluate 287

the influence of the cluster width threshold Tr on the errors between the real and estimated 288

target positions. In E5, we compare MI with center-probabilities target refinement. Note 289

that all other experiments employ MI, to align with the existing target search literature. In 290

E6, an experiment is run without any targets to demonstrate how the drone fills the space 291

with an exploratory trajectory similar to a lawnmower. Finally, E7 illustrates our obstacle 292

avoidance scheme. 293

In all these experiments, the 3D environment is E = [0, 250] × [0, 250] × [0, 250] 294

m3. The distance from the current position to the next one is set to 12 meters, and the 295

candidates δq are six different position choices at this distance, as shown in Fig. 3. When 296

a 3D lawnmower is used, the altitude difference between each 2D “lawnmower layer” is 297

constant and set to 48 meters, and the X − Y lawnmower spacing in each such layer is also 298

set to 48 meters. This spacing is chosen large enough so that the lawnmower is relatively 299

fast, but does not run the risk of missing targets.

Figure 3. Position changes δq for the simulations in Section 5.
300

A Parrot Mambo minidrone model is used [51], matching the type of drone used in 301

our experiments below, and a linear quadratic controller is designed to move between 302

waypoints. Note that the model has 12 states in reality, but for simplicity at the planning 303

level we keep the convention that the state is equal to the drone position. The initial position 304

of the drone is q0 = [0, 0, 0]T . 305

The parameters of the probability of detection π(x, q) from Section 2 are: G = 0.98, 306

FX = FY = FZ = 25. The covariance matrix for the sensor noise is R = diag[1.9, 0.25, 0.41]. 307

We set the maximum number of particles as 5000 to reduce the computation time. The 308

threshold values in Algorithm 1 are set as Tr = 1.1m, Tm = 2.2, and Tz = 5m. The value of 309

the parameter α that trades off exploration with refinement in (10) is set to 5. 310

In experiments E1 − E3 and E5, we report the mean number of targets detected, along 311

with 95% confidence intervals on the mean out of 10 independent runs. Target positions 312

are randomized in each run. The trajectory length is chosen differently for each experiment 313

so that all algorithms have a chance to detect all the targets. 314

E1: Influence of the planner horizon. We consider 12 targets uniformly distributed at random 315

locations. The trajectory length is chosen as 330 steps. Fig. 4 shows the number of target 316

detections over time, for a varying horizon τ = 1, 2, 3. It can be seen that horizon 1 is 317

statistically indistinguishable from 2 and 3. Therefore, we choose horizon τ = 1 for the 318

remaining simulations as it is computationally more efficient. 319

E2: Planner performance for uniformly-distributed targets. We consider 12 targets uniformly 320

randomly distributed throughout E.The trajectory length is chosen as 812 steps since the 321
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Figure 4. Detected average number of targets placed uniformly at random locations in 10 maps with
95% confidence intervals on the mean, using horizons τ = [1, 2, 3].

lawnmower needs this length to complete the search of the whole space. The length is the 322

same for all algorithms for fairness. 323

The results in Fig. 5 show the number of target detections as a function of the number 324

of measurements samples. Our proposed planner works better than the three baselines: 325

lawnmower, the MI-only method adapted from [33], and the method adapted from [35]. 326

The lawnmower is much slower than our planner, whereas the performance of the method 327

adapted from [35] is between the lanwmower and our planner. Finally, the MI-only does 328

not find all the targets, but focuses on those targets that happen to be detected. Note that 329

instead of choosing constantly-spaced waypoints, the method adapted from [35] drives to 330

arbitrarily far-away clusters. To make the comparison fair, along the trajectories this method 331

measures at intervals equal to the waypoing spacing in our method, and the horizontal axis 332

represents in this case the number of measurements. 333

Figure 5. Left: Detected average number of targets on 10 maps with our algorithm, the lawnmower
baseline, the MI-only baseline adapted from [33], and the baseline adapted from [35].

Fig. 6 shows all the algorithms’ trajectories in one of the 10 experiments. Thanks to 334

the inclusion of the exploration component, our algorithm finds all the targets, unlike the 335

MI-only method. The lawnmower covers the 3D environment uniformly so it finds all 336

the targets, but more slowly than our method, since we focus on relevant regions first. 337

The method adapted from [35] also focuses on relevant regions so it is faster than the 338

lawnmower, but as already shown in Fig. 5 still slower than our method. 339

Regarding computation time, our new method takes 0.041s to plan, the MI-only 340

approach takes 0.012s, the lawnmower takes 0.005s, and the method adapted from [35] 341
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Figure 6. Examples of trajectories with the actual targets (black diamonds) and estimated targets (red
diamonds). Top left: Our method (mutual information with exploration). Top right: Lawnmower
baseline. Bottom left: MI-only baseline adapted from [33]. Bottom right: Baseline adapted from [35].

takes 0.011s, where all the times are averages across waypoints.3 This larger time is to be 342

expected due to the larger complexity of the exploration-based planner compared to the 343

baselines. Recall also that our main goal is to reduce the length of the trajectory of the robot 344

in the environment, since in practice real-world robot motion and sensor samples are often 345

much more costly than computation. 346

E3: Planner performance for clustered targets. We consider 12 targets placed in 2 clusters of 347

6 targets, each at random locations. The trajectory length is the same as for E2. Fig. 7 348

(left) shows the number of targets detected over time. We see that the performance of our 349

algorithm is again better than the three baselines. Fig. 7 (right) shows the position of actual 350

targets as well as target locations estimated by our method. The root mean squared error 351

(RMSE) between the actual and estimated positions is 3.14m, relatively small for a domain 352

of size 2503m3. This RMSE value depends on the covariance of the Gaussian noise in the 353

sensor model (4), and the threshold values in Algorithm 1. For instance, we can reduce the 354

errors by making the cluster width threshold Tr smaller, as we show in the next experiment. 355

E4: Threshold value versus RMSE. For 12 targets uniformly distributed at random locations, 356

we used 20 different values of the cluster radius threshold Tr, varying in a range from 0.5 357

to 2.4. 358

The result in Fig. 8 (left) shows the RMSE between the actual and estimated targets 359

locations as a function of the threshold value Tr. Errors are directly related to threshold 360

values and can be made smaller by reducing Tr. Doing this of course increases the number 361

of steps taken by drone to find all the targets, as shown in Fig. 8 (right). 362

E5: Target refinement with center probabilities. In this experiment, we compare the performance 363

when the target-refinement component is MI, versus when the center-probabilities version 364

(13) is used. Exploration is included. We consider 12 uniformly randomly distributed 365

targets. The trajectory length is 330 steps. Fig. 9 shows the number of targets detected 366

3 The computer used is equipped with an Intel 1165G7 CPU, 16 GB of RAM, and runs Matlab R2023.
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Figure 7. Top: Detected average number of clustered targets in 10 random maps. Bottom: Estimation
error using our method.

Figure 8. Results for E4. Left: Target position error for different thresholds. Right: Number of steps
taken by the drone to find all targets.

over time. The algorithm found all targets in a nearly equal amount of steps with the two 367

options of target refinement. The main difference is in computational time: the MI-based 368

algorithm takes an average of 0.041s per step to plan, while center probabilities are faster, 369

with an average of 0.018s per step. 370

E6: Trajectory with no targets. We show in Fig. 10 (left) how the drone explores the envi- 371

ronment in the absence of targets. The trajectory length is chosen as 600 steps. The drone 372

flies similarly to a lawnmower pattern because in the absence of target measurements, the 373

exploration component drives it to cover the whole environment. 374

E7: Obstacle avoidance. We consider 12 targets and 5 obstacles of various sizes placed 375

manually at arbitrary locations, as shown in Fig. 10 (right). The trajectory length is 380 376

steps. For obstacle avoidance dl is set to 11m and kobs = 0.09 is used in (15). Fig. 10 (right) 377

shows the drone searching for the targets while avoiding the obstacles. It takes about 380 378

steps to find all the targets, compared to 330 steps without obstacles. 379

Next, we present our hardware setup and experimental results. 380
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Figure 9. Detected average number of targets with MI and the center-probabilities method, respec-
tively, in 10 random maps.

Figure 10. Left: Drone trajectory when there is no target. Right: Drone avoiding obstacles while
searching for targets.

6. Experimental Results 381

In this section, real-life implementation results are given using a Parrot Mambo drone. 382

Since creating real free-floating static targets would be difficult, for this experiment the 383

problem is reduced to 2D search, with targets on the floor and the drone flying at a constant 384

altitude. 385

We start with an overview of the experimental framework, in Fig. 11. After getting the 386

measurements, we update the target intensity function and the planner generates a new 387

reference position for the drone. However, the Parrot Mambo minidrone has little memory 388

and computation power, so it is not possible to do all the processing onboard. To solve this 389

problem, we created two different nodes, one deployed on the drone, and the second used 390

remotely on the computer. To share information between these nodes we establish a UDP 391

communication channel. On the minidrone, we implement low-level segmentation of the 392

images and perform a coordinate transformation to get the measurements, which are then 393

transmitted to the host. On the computer we run the filter and the planner to generate the 394

each next waypoint. This waypoint is transmitted to the minidrone, and is tracked using 395

the built-in controller of the minidrone. 396

Next, we describe the hardware and low-level software in Section 6.1. The high-level 397

setup for the experiment, as well as the real-world results illustrating the performance of 398

our algorithm are described in Section 6.2. 399
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Figure 11. Block diagram of the Parrot Mambo application.

6.1. Hardware, Sensing, and Control 400

The Parrot Mambo minidrone is a quadcopter that can be commanded through MAT- 401

LAB via Bluetooth. Fig 12 illustrates the drone searching for unknown targets. The drone 402

is equipped with an Inertial Measurement Unit (IMU) containing a 3-axis accelerometer 403

and a 3-axis gyroscope, ultrasound and pressure sensors for altitude measurements, and 404

a downward-facing camera that has a 120x160 pixel resolution at 60 frames per second, 405

useful for optical flow estimation and image processing [52]. The Matlab/Simulink support 406

package [8] allows accessing the internal sensor data and deploying control algorithms and 407

sensor fusion methods in real-time. 408

Figure 12. Parrot Mambo minidrone searching for targets (blue markers).

We placed several blue markers that represent targets on the ground. Through the use 409

of the drone-mounted camera, pictures containing these markers are taken and fed into 410

an image processing algorithm for the identification and localization of the markers. The 411

FOV of the camera depends on the drone altitude, and to keep it the same size, as well as 412

to ensure that the targets are reasonably sized, the drone flies at a constant altitude of 1m 413

above the ground. 414

Given an RGB image (R, G, B) where the three channels R, G, B are each an n × m 415

dimensional matrix, image segmentation is used to identify the blue markers. A simple 416

way of doing this is through thresholding [53]. First, to enhance the blue color, we compute 417
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matrix Op = B − R
2 − G

2 , where operations are applied element wise. After applying a 418

single-level threshold of value Tim, the resulting binary image Tim ∈ {0, 1}n×m is: 419

Tim(xim, yim) =

{
0, Op(xim, yim) < Tim

1, Op(xim, yim) > Tim
(16)

An example of thresholding is shown in Fig. 13, with the threshold Tim = 35. 420

Figure 13. Example of blue color thresholding Left: before thresholding. Right: after thresholding.

After segmentation, we compute the homogeneous coordinates Pim =
[
xim yim 1

]T
421

of the segmented target’s centroid in the image plane. A backward projection is performed 422

to find the world-frame homogeneous coordinates Pw =
[
xw yw zw 1

]T of the target. 423

Here, the targets are on the floor, so zw is taken as zero [52]. Then, Pw is computed by 424

solving: 425

Pim = CΛPw (17)

where Λ defines the transformation between the world and camera frames, defined using 426

the position of the drone (xq, yq, zq) centered on the FOV, and C is the camera intrinsic 427

matrix having the standard form: 428

C =

βx 0 xic 0
0 βy yic 0
0 0 1 0

 (18)

where βx and βy represent the pixel focal length, and (xic, yic) are the optical center co- 429

ordinates expressed in pixels. By finally transforming xw, yw into a bearing and range, 430

we obtain the target measurement. The entire pipeline constructed above to output this 431

measurement constitutes our sensor. 432

For low-level control, we use the built-in altitude and position controllers from the 433

Simulink model provided by Mathworks [8]. 434

6.2. High-Level Setup and Results 435

The targets (blue markers) are located in a 2D environment belonging to the floor plane 436

and having the shape [−0.3, 2]m × [−0.3, 2] m. The planner considers 8 possible position 437

changes: forward, backward, right, left, and the diagonals, each shifting the position by 438

0.2m. 439

Due to the particularities of the hardware experiment, the sensor model is different 440

from the one of Section 2, see again the perception pipeline in Section 6.1. In particular, the 441

detection probability is: 442

π(x, q) =

{
1 xik ∈ F
0 xik /∈ F

(19)
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where F = [Xq − 0.2,Xq + 0.2] × [Yq − 0.2,Yq + 0.2] is the camera’s FOV at the 1m altitude 443

of the drone. Target measurements have a form similar to (4): 444

Zk =
⋃

i ∈{1,...,Nk} s.t. bik=1

[ĝik(xik) + ϱ̂ik] (20)

but now, ĝik = [dik, θik]
T contains only the Euclidean distance dik between the 2D positions 445

qk and xik and the bearing angle θik, computed as in (4). Moreover, ϱ̂ik is 2D Gaussian 446

noise. To estimate its covariance R, we captured 100 images of a single target from different 447

positions of the drone, and then computed the empirical covariance of these measurements, 448

obtaining R = diag[0.016, 0.052]. Note that due to the binary π, bik = 1 if and only if 449

xik ∈ F . We set α = 5. 450

The filter and planner equations of Sections 3 and 4 hold in 2D, with the mention that 451

the exploration bonus ι is now interpolated bilinearly on a 2D grid. 452

To validate our algorithm, we initialized the drone at coordinates [0, 0]T . We set the 453

maximum number of particles to 5000 to reduce the computation time. The threshold 454

values in Algorithm 1 are set experimentally at Tr = 0.1,Tm = 0.2, and Tz = 0.3. Up to 455

100s are allocated to complete the experiment. The high-level sampling period used for 456

estimation, generating new waypoints, and communication is 3.05s. 457

We consider 12 targets manually placed at arbitrary locations. Fig. 14 (left) shows 458

our algorithm’s trajectory, together with the actual and estimated target locations. The 459

drone finds the targets, with an RMSE between the actual and estimated target locations 460

of 0.08 m, which is relatively small. There is some drift because we rely on the onboard 461

sensors. A video of a real-world experiment is available online at http://rocon.utcluj.ro/ 462

files/mambo_targetsearch.mp4. 463
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Figure 14. Left: Trajectories with our algorithm on the 2D real-world with actual and estimated
targets. Right: Detected number of targets using real Parrot Mambo minidrone, compared to the
lawnmower and MI-only baseline.

Fig. 14 (right) shows the number of target detections with our method, compared to 464

real-life implementations of the lawnmower and MI-only baselines. The X− Y lawnmower 465

spacing in each such layer is set to 0.2 meters. Like in the simulations, the proposed method 466

works better than the lawnmower and MI-only methods. 467

7. Conclusions 468

In this paper, we addressed the problem of finding an unknown number of static 469

targets using a drone. The proposed method is composed of a multi-target filter, a planner 470

based on exploration and target refinement, and a method to remove found targets. The 471

effectiveness of the proposed algorithm was validated through extensive simulations and 472

in a real-robot experiment. The results demonstrate that the proposed algorithm is better 473

than two active-search baselines and than a lawnmower approach. 474

http://rocon.utcluj.ro/files/mambo_targetsearch.mp4
http://rocon.utcluj.ro/files/mambo_targetsearch.mp4
http://rocon.utcluj.ro/files/mambo_targetsearch.mp4
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Our solution has several limitations that should be addressed in future work. Control 475

costs such as the energy consumed by the drone are not taken into account, and we aim to 476

include such costs in the planning objective. Importantly, our experiments were conducted 477

indoors, where weather conditions were not a factor. Outdoor experiments introduce 478

nontrivial challenges such as weather-resilient target detection in images, for which the 479

methods from [54,55] could be used. Finally, our algorithm assumes that the drone’s pose 480

is known; joint filtering of target and pose measurements can be performed as in [56]. 481
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Abbreviations 498

The following abbreviations are used in this manuscript: 499

500

FOV Field of View
PHD Probability Hypothesis Density
SMC Sequential Monte Carlo
MI Mutual Information

501

Appendix A SMC-PHD Filter 502

In this appendix, we describe in more detail the Sequential Monte Carlo based Proba- 503

bility Hypothesis Density (SMC-PHD) filter. 504

The overall PHD filter [4] was summarized in Section 3. Recall that Dk|k−1 is the prior 505

intensity function and Dk|k denotes the posterior. Here, we detail the particle-based (SMC) 506

implementation of PHD filter. 507

Let D̂k|k =
{

ωi
k, xi

k
}Lk

i=1 denote a particle approximation of Dk|k, where Lk is the number 508

of particles at k. The multi-target prior Dk−1|k−1 at time step k − 1, for k ≥ 1 is represented 509

in terms of Lk−1 particles as D̂k−1|k−1(xk−1) = ∑
Lk−1
i=1 ωi

k−1δxi
k−1

(xk−1). Here, ωi
k−1 is the 510

weight of the ith particle at time step k − 1, and δxi
k−1

is the Dirac delta centered on the 511

particle. Note that E
[
|Ξk ∩ S|

∣∣Z1:k
]
≈ ∑Lk

j=1 1s(xi
k)ω

j
k gives the expected number of targets 512

in the set S, where 1s(xi
k) is the indicator function. 513

A particle approximation of the predicted intensity function Φk|k−1(D̂k−1|k−1)(xk) is
derived by applying importance sampling. In our specific framework for static target
detection, 1) we keep the existing Lk−1 particles and additionally, 2) generate Jk particles
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corresponding to the target birth. Therefore, the required particles are drawn according
to [4]: {

xi
k = xi

k−1 i = 1, . . . , Lk−1

xi
k ∼ p̃(·) i = Lk−1 + 1, . . . , Jk

where Lk−1 is the number of existing particles and Jk is the number of new particles arising 514

from the birth process. We take the proposal density p̃ for target birth to be uniform over 515

the domain E. 516

Thus, the Monte-Carlo approximation is obtained as: 517

Φk|k−1(D̂k−1|k−1)(xk) =
Lk−1+Jk

∑
i=1

ωi
k|k−1δxi

k
(xk) (A1)

The weights of the particles are computed as [4]:

ωi
k|k−1 =

{
ωi

k−1 i = 1, . . . , Lk−1
ΥV
Jk

i = Lk−1 + 1, . . . , Lk

where V is the volume of the environment and ΥV can be interpreted as the total number
of targets that may appear at a measurement step. We denote Lk := Lk−1 + Jk. The prior
step yielded a function D̂k|k−1 represented by (ωi

k|k−1, xi
k)

Lk
i=1. Next, the update operator

Ψk(D̂k|k−1, Zk)(xk) maps D̂k|k−1 into D̂k|k with particle representation (wi
k, xi

k)
Lk
i=1:

D̂k|k(x) = Ψk(D̂k|k−1, Zk)(xk) =
Lk

∑
i=1

ωi
kδxi

k
(x)

by modifying the weights of the particles as: 518

ωi
k =

[
1 − π(xi

k, qk) + ∑
z∈ Zk

ψkz(xi
k)

Ck(z)

]
ωi

k|k−1 (A2)

where Ck(z) = ∑Lk
j=1 ψkz(xj

k)ω
j
k|k−1. Equation (A2) is a particle-based representation of (8). 519

The algorithm is designed such that the concentration of particles in a given region of 520

the target space, say S, represents the approximated number of targets in S. At times there 521

may be too few or too many particles for a set of targets, thus the allocation of particles per 522

target should be adapted. Since the expected number of targets Nk|k is N̂k|k = ∑Lk
i=1 ωi

k, it is 523

natural to have the new number of particles L+
k = N̂k|k, where the superscript ‘+’ means 524

“after resampling”. 525

To avoid the common problem of the weight variance increase, we resample. The new 526

particles are drawn randomly from the old set of particles with probabilities ai =
ωi

k

∑
Lk
i=1 ωi

k

527

and the weights are set as ω+i
k =

N̂k|k
L+

k
, and thus sum up to N̂k|k = ∑Lk

i=1 ωi
k. 528

References 529

1. Pallin, M.; Rashid, J.; Ögren, P. Formulation and Solution of the Multi-agent Concurrent Search and Rescue Problem. In 530

Proceedings of the IEEE International Symposium on Safety, Security, and Rescue Robotics, New York, NY, USA, October 2021; 531

pp. 27–33. 532

2. Papaioannou, S.; Kolios, P.; Theocharides, T.; Panayiotou, C.G.; Polycarpou, M.M. A Cooperative Multiagent Probabilistic 533

Framework for Search and Track Missions. IEEE Transactions on Control of Network Systems 2021, 8, 847–857. 534

3. Olcay, E.; Bodeit, J.; Lohmann, B. Sensor-based Exploration of an Unknown Area with Multiple Mobile Agents. In Proceedings of 535

the Preprints of 21st IFAC World Congress, Berlin, Germany, July 2020; pp. 2405–8963. 536

4. Vo, B.N.; Singh, S.; Doucet, A. Sequential Monte Carlo Methods for Multitarget Filtering with Random Finite Sets. IEEE 537

Transactions on Aerospace and Electronic Systems 2005, 41, 1224–1245. 538



Version April 27, 2024 submitted to Sensors 19 of 20

5. Dames, P. Distributed Multi-Target Search and Tracking Using the PHD filter. Autonomous Robots 2020, 44, 673–689. 539

6. Charrow, B.; Michael, N.; Kumar, V.R. Active Control Strategies for Discovering and Localizing Devices with Range-Only Sensors. 540

Algorithmic Foundations of Robotics Springer 2014, 107, 51–71. 541
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