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Abstract—This paper presents an adaptive fuzzy control
scheme capable of guaranteeing prescribed performance
for stochastic nonlinear systems with unknown control
directions. Unlike the majority of existing prescribed
performance control schemes, the proposed scheme en-
sures the independence from initial errors and guarantees
controllable overshoot. Moreover, the proposed prescribed
function exhibits non-monotonicity, which can be beneficial
in control applications with input constraints. To address
the challenge posed by unknown control directions, a novel
class of multiple Nussbaum functions is introduced. Com-
pared to the existing single Nussbaum function, the mul-
tiple Nussbaum functions can mitigate instability arising
from the cancellation of multiple unknown signs. Addition-
ally, to tackle unknown nonlinearities, a single-parameter
fuzzy approximator is introduced, aiming to concurrently
reduce computational complexity. Furthermore, a novel
class of switching threshold event-triggered mechanisms
is designed to address issues encountered in existing
designs where parameter inequalities impose conservative
constraints. The control scheme ensures that the tracking
error converges to prescribed asymmetric boundaries with
arbitrarily small residuals in a prescribed time, while also
guaranteeing that all closed-loop signals are bounded in
probability. The effectiveness and superiority of the control
scheme are verified by simulation results.

Index—Stochastic nonlinear system, adaptive fuzzy con-
trol, non-monotonic prescribed performance, unknown
control direction, event-triggered mechanism.
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I. INTRODUCTION

Control schemes designed for nonlinear systems are typi-
cally based on deterministic models [1]–[6]. However, prac-
tical engineering systems often experience the influence of
stochastic factors from their external environment. As a result,
there is a growing interest in developing control schemes for
stochastic models. However, the existing literature [7]–[10] on
control schemes for stochastic models has limited practical
applicability due to infinite settling times. To address this
issue, finite-time (FnT) and fixed-time (FxT) control schemes
[11]–[14] have been developed for stochastic nonlinear sys-
tems based on the FnT [15] and FxT Lyapunov theory [16],
respectively. The distinction between FxT and FnT control
lies in the utilization of odd-order and fractional-order feed-
back by FxT control to shape the dynamic characteristics
of the closed-loop system and estimate an upper bound of
the settling time independently of initial conditions. This
capability provides FxT control with an edge over FnT control.
However, the upper bound of the settling time under FxT
control is often overestimated, potentially several hundred to
several thousand times, leading to an inaccurate description of
system performance. On the other hand, whether FnT or FxT
control, settling time is not a directly tunable parameter as
it also depends on other design parameters of the controller.
To address the issue of overestimation of settling time and
reduce its dependency on design parameters, a predefined-
time (PdT) control approach has been proposed for stochastic
nonlinear systems in [17]. This method allows for setting a
minimum upper bound on settling time without considering
initial conditions or any other design parameters.

In recent years, the classic concept of prescribed-time (PT)
control derived from the application of strategic tactical missile
guidance [18] has been re-explored and further applied to
control for stochastic nonlinear systems [19]. It inherits the
advantages of FnT, FxT, and PdT control, allowing for the
precise presetting of settling time. This concept is crucial
in many practical engineering applications where transient
processes must occur within a given time, such as missile
guidance, emergency braking, and multi-agent rendezvous. In
addition, a unique prescribed function known as the time-
varying scaling function distinguishes PT control [19]–[22]
from commonly used prescribed functions in [23]–[25]. This is
due to its three key advantages: (1) it eliminates the constraint
of initial conditions, meaning there is no need to redesign the
performance function when the initial data changes; (2) its
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asymmetry allows for the adjustment of output overshoot; and
(3) it enables precise design of settling time without requiring
information about the minimum upper bound. However, in
the referenced literature [19]–[22], the time-varying scaling
function is defined as a strictly decreasing function over time.
This monotonicity can sometimes be disadvantageous, as in
certain practical scenarios a non-monotonic function might be
more beneficial. For instance, as noted in [26], when dealing
with highly fluctuating reference signals or periodic distur-
bances, extending the performance boundaries over a specific
time span can be advantageous. Therefore, developing a time-
varying scaling function with non-monotonic characteristics is
of considerable interest.

Another interesting topic revolves around control problems
under unknown control directions, with the common solution
being the introduction of a Nussbaum function N (χ) [21],
[27]–[30], used as a tool for control entities, as it can change
its sign when χ varies to find the correct control direction.
However, in [21], [27]–[30], the Nussbaum function is con-
sidered for a single control direction and it will no longer
be applicable when there are multiple unknown time-varying
control coefficients in the control system. The primary obstacle
lies in the incapacity to accommodate multiple Nussbaum
functions in a single Lyapunov inequality. To this end, a new
type of Nussbaum functions Ni (χ) was proposed in [31]–
[33] by considering the interconnection of multiple Nussbaum
functions, thereby enabling the incorporation of multiple Nuss-
baum functions in a single Lyapunov inequality. However, the
aforementioned methods [31]—[33] are based on the design
and stability analysis of deterministic systems, and cannot be
directly applied to stochastic nonlinear systems. Furthermore,
these methods require prior knowledge of system parameters
when selecting Ni (χ). In other words, employing multiple
Nussbaum functions Ni (χ) for the design and stability anal-
ysis of stochastic systems remains an open issue.

At the same time, addressing communication network limi-
tations within control systems has become a major concern in
recent years. Extensive research [34]–[38] has been conducted
on the event-triggered mechanism (ETM) as a viable solution
to optimize communication network usage and enhance effi-
ciency. Typically, the ETM is primarily based on fixed, rela-
tive, or switching threshold strategies. However, meticulous
parameter selection is indispensable for all these strategies
to ensure compliance with specific inequality restrictions,
thus imbuing them with a degree of conservatism. Therefore,
developing an event-triggered strategy that can overcome this
limitation remains a challenging issue.

Building upon the preceding discussion, the control chal-
lenge persists for stochastic nonlinear systems with prescribed
performance and unknown control directions. In response, we
propose a novel control scheme that brings forth three key
contributions.
(1) This paper proposes a class of prescribed performance

functions with non-monotonic characteristics. In addi-
tion to the advantages highlighted in references [19]–
[22], the proposed performance bounds exhibit non-
monotonicity, which further relaxes performance require-
ments and expands the performance boundaries. This

non-monotonicity offers greater generality and practical-
ity in certain applications, such as in [39], [40], where
control expenses may arise during input saturation or
when switching from a faulty actuator to a backup actua-
tor. In such cases, the use of a non-monotonic prescribed
performance function has a positive influence.

(2) This paper proposes a novel class of Nussbaum func-
tions, enabling the quantification of the interconnection
of multiple Nussbaum functions in a single inequality.
This method overcomes the limitation in references [21],
[27]–[30] where accommodating these functions was not
feasible. In addition, the Nussbaum functions designed in
this article can be applied to stochastic nonlinear systems,
addressing the limitation of previous methods [31]-[33]
which were solely focused on deterministic systems.
Therefore, the newly introduced Nussbaum functions of-
fers significant convenience for designing controllers for
stochastic nonlinear systems with unknown time-varying
coefficients.

(3) This paper proposes a novel ETM that effectively ad-
dresses the challenge of inequality constraints commonly
encountered in designing ETM parameters, as observed
in references [34]–[38]. Additionally, by incorporating
switching thresholds, this newly proposed ETM achieves
a desirable trade-off between control performance and
event frequency. Consequently, it significantly simplifies
parameter adjustments and exhibits promising prospects
for practical applications.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. System Model and Control Objective

Consider the uncertain stochastic nonlinear systems with
unknown control directions as follows:

dxi = [bi (t)xi+1 + fi (x̄i)] dt+ gTi (x̄i) dω,

1 ≤ i ≤ n− 1,

dxn = [bn (t)u+ fn (x)] dt+ gTn (x) dω,

y = x1,

(1)

where x̄i = [x1, x2, . . . , xi]
T ∈ Ri and x =

[x1, x2, . . . , xn]
T ∈ Rn are the system vectors, y denotes the

controlled output, u denotes the control input, bi (t) ̸= 0, i =
1, 2, . . . , n denote the unknown time-varying control coeffi-
cients, fi (x̄i) and gi (x̄i) are the unknown smooth functions,
and ω denotes the standard Brownian motion.

Control Objective: Develop an adaptive fuzzy control al-
gorithm for system (1), ensuring that all signals within the
closed-loop system remain bounded in probability. Addition-
ally, the tracking error should always evolve within predefined
boundaries.

B. Non-Monotonic Prescribed Performance Function

To guarantee the non-monotonic prescribed performance
concerning the tracking error, the following non-monotonic
rate function is designed:

r (t) =

{ (
T−t
T

)a+1
cos2 (t), 0 ≤ t < T,

0, t ≥ T,
(2)
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where a > 0 and T > 0 are some constants.
From (2), r (t) has the following properties: (1) r (t) =

1, t = 0; (2) r (t) ∈ [0, 1) ,∀t > 0; and (3) ṙ (t) is known,
bounded, and piece-wise continuous.

Together with the aforementioned non-monotonic rate func-
tions, we propose the non-monotonic prescribed performance
function as follows:

P (ρ) =
lρ (t)√
1− ρ2 (t)

, (3)

where l > 0 denotes a constant, ρ (t) = (ρ0 − ρf ) r (t)+ρf is
a time-varying scaling function with 0 < ρf < ρ0 ≤ 1 being
some constants.

From (3), it is obvious that ρ (t) has the following proper-
ties: (1) ρ (t) = ρ0, t = 0; (2) ρ (t) ∈ [ρf , ρ0) ,∀t > 0; and
(3) ρ̇ (t), is known, bounded, and piece-wise continuous.

As ρ (t) is non-monotonic with respect to t, and P (ρ) is
strictly monotonic with respect to ρ ∈ (0, 1), it results that
P (ρ) is non-monotonic with respect to t.

Remark 1: In [19]–[22], the time-varying scaling function
ρ (t) must monotonically decrease over time, however, this
strict monotonicity is not always suitable. For example, in
the presence of periodic disturbances or highly fluctuating
reference signals, it may be advantageous to expand the
performance boundaries within certain time intervals. There-
fore, non-monotonic time-varying scaling functions may be
beneficial in some practical scenarios.

C. A Novel Nussbaum-type Function

A continuous function N (χ) is called a Nussbaum-type
function if it satisfies the following properties [30]:

lim
s→±∞

sup 1
s

∫ s

0
N (χ) dχ = +∞,

lim
s→±∞

inf 1
s

∫ s

0
N (χ) dχ = −∞.

(4)

N (χ) commonly selected as χ2 sin (χ), χ2 cos (χ), or
eχ

2

cos (χ). However, analyzing the interactions of coexisting
Nussbaum functions in a single inequality proves challenging,
as elaborated in Remark 2. To this end, the following Nuss-
baum functions are introduced:

Ni (χ) = 2χ sinh
(
χ2
)
cos
(
2i−1χ

)
− 2i−1

[
cosh

(
χ2
)
− 1
]
sin
(
2i−1χ

)
,

(5)

where i = 1, 2, . . . , n.
Theorem 1: For a smooth positive definite Lyapunov

function V (t) defined on [ 0, Tf ) , and Nussbaum functions
Ni (χi) , i = 1, 2, . . . , n defined in (5) with χi (t) being Nuss-
baum variables defined on [ 0, Tf ) , if the following inequality
holds for t ∈ [ 0, Tf ) :

LV (t) ≤ −σV (t) + β +

n∑
i=1

[bi (τ)Ni(χi) + 1] χ̇i, (6)

where σ and β denote some positive constants, and bi (τ)
are non-zero time-varying functions, then V (t), χi (t), and∑n

i=1 [bi (t)Ni(χi) + 1] χ̇i are bounded in probability on
[ 0, Tf ) .

Proof: See Appendix.

Remark 2: In the existing works [21], [27]–[30] that employ
the Nussbaum function to handle unknown control directions,
the proof of inequality (6) is based on either a single Nussbaum
function or multiple Nussbaum functions that have identical
control direction. When considering inequalities involving
multiple Nussbaum functions and different control directions,
such as

∑n
i=1 ciχ

2
i sin (χi), where ci represent the sign of

the unknown directions bi (t) with ci = −1 or ci = 1, the
establishment of the boundedness of χi remains a challenging
issue. The difficulty arises because the unknown sign of
sin (χi) may cause terms in the inequality to potentially cancel
each other out. To address this challenge, this paper introduces
the novel Nussbaum functions (5) where each function is
characterized by a distinct frequency, thereby overcoming the
aforementioned obstacles. In addition, unlike [31]–[33], the
multiple Nussbaum functions (5) can be directly applied to
stochastic nonlinear systems, thus complementing the theoret-
ical research in this area. Furthermore, the multiple Nussbaum
functions (5) no longer rely on a priori knowledge of system
parameters, thus offering more versatility.

D. Preliminaries

Definition 1 [17]: Consider the stochastic system (1) with
f = [f1, f2, . . . , fn]

T and g = [g1, g2, . . . , gn]
T . For any

smooth Lyapunov function V (x) > 0, the differential operator
L is defined as follows:

LV (x) =
∂V

∂x
f (x) +

1

2
Tr

{
gT (x)

∂2V

∂x2
g (x)

}
, (7)

where Tr {·} denotes the trace of the matrix.
Lemma 1 [10]: For functions Φ1 (·) ,Φ2 (·) ∈ k∞, and

constants σ, β > 0, if the following conditions hold true:

Φ1 (∥x∥) ≤ V (x) ≤ Φ2 (∥x∥) ,
LV (x) ≤ −σV (x) + β,

(8)

then, the solution of system (1) is bounded in probability.
Lemma 2 [37]: For any ℘ > 0 and ℑ ∈ R, one has

0 ≤ |ℑ| − 2

π
ℑ arctan

(
ℑ
℘

)
≤ 2

π
℘. (9)

Fuzzy logic systems (FLSs) will be introduced to approxi-
mate nonlinear functions.

A FLS can be expressed as:

Y (X) =

∑N
i=1 ψi

∏n
j=1 κUi

j
(Xj)∑N

i=1

[∏n
j=1 κUi

j
(Xj)

] , (10)

where κUi
j

are the membership functions, ψi =

maxY ∈R {κAi (Y )}, and N is the number of IF-THEN
rules, i.e., if X1 is U i

1 and · · · and Xn is U i
n, then Y is Ai.

Let

hi (X) =

∏n
j=1 κUi

j
(Xj)∑N

i=1

[∏n
j=1 κUi

j
(Xj)

] , (11)

where H = [h1 (X) , h2 (X) , . . . , hN (X)]
T , and ψ =

[ψ1, . . . , ψN ]
T .
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From (10) and (11), one has

Y (X) = ψTH (X) . (12)

Lemma 3 [33]: Given an unknown smooth function F (X)
defined on a compact set Ω, it is possible to introduce a
FLS ψTH (X) that approximates F (X) while satisfying the
following conditions:

sup
X∈Ω

∣∣F (X)− ψTH (X)
∣∣ ≤ ε, (13)

where ψ and H (X) denote the ideal weight vector and the
basis function vector, respectively, and ε > 0 denotes a
constant.

Assumption 1 [30]: The reference signal yd (t) and its
derivatives ẏd (t) are known, continuous, and bounded.

Assumption 2 [32]: The time-varying control coefficients
bi (t) have unknown lower and upper bounds, i.e., 0 < bi ≤
|bi (t)| ≤ b̄i.

III. MAIN RESULTS

A. State Transformation

Define the tracking error of system (1) as e (t) = x1 (t) −
yd (t). To ensure the prescribed performance P (−ςρ (t)) <
e (t) < P (ς̄ρ (t)) for t ≥ 0, we introduce the following
asymmetric barrier function:

s (t) =
ℏ (t)

(ς + ℏ (t)) (ς̄ − ℏ (t))
, (14)

where υ (e) = e (t) /

√
e(t)

2
+ l2, ℏ (t) = υ (e) /ρ (t), and ς

and ς̄ are positive constants.
From (14), it is obvious that ℏ (t) has the following prop-

erties: (1) if ℏ (0) satisfies −ς < ℏ (0) < ς̄ , then s (t) → ±∞
if and only if ℏ (t) → ς or ℏ (t) → ς̄; and (2) if ℏ (0) satisfies
−ς < ℏ (0) < ς̄ and s (t) is bounded for t ≥ 0, then there exist
two constants ξ and ξ̄ such that −ς < −ξ < ℏ (0) < ξ̄ < ς̄ .

Then, we can deduce the derivative of (14) as

ds (t) = ι1(t)dℏ (t), (15)

where ι1 (t) =
(
ςς̄ + ℏ2 (t)

)
/
(
(ς + ℏ (t))2(ς̄ − ℏ (t))2

)
.

Note that

dℏ (t) =
ι2 (t)

ρ (t)
de (t)− dρ (t)

ρ2 (t)
υ (e) , (16)

where ι2 (t) = l2/
(√

(e2 (t) + l2)
(
e2 (t) + l2

))
> 0.

Substituting (16) into (15) yields

ds (t) = λ1 (t) (dx1 (t)− ẏd (t)) + λ2 (t) , (17)

where λ1 (t) = ι1 (t) ι2 (t) /ρ (t) and λ2 (t) =
−ι1 (t) dρ (t) υ (e) /ρ2 (t).

Next, we prove that (14) ensures that P (−ςρ (t)) < e (t) <
P (ς̄ρ (t)) for t ≥ 0.

Theorem 2: If the boundedness of s (t) is ensured for t ≥ 0,
then for any initial condition ℏ (0) satisfying −ς < ℏ (0) < ς̄ ,
then e (t) is bounded as P (−ςρ (t)) < e (t) < P (ς̄ρ (t)) for
t ≥ 0.

Proof: Considering −ς < ℏ (0) < ς̄ , it can be readily veri-
fied that s (t) is well-defined at t = 0. Moreover, if the control

system being developed ensures that s (t) remains bounded for
t ≥ 0 , it follows from the properties of the barrier function
that s (t) will not approach the boundary values ς and ς̄ . In
other words, −ς < ℏ (t) < ς̄ for t ≥ 0. By considering the
definition of ℏ (t) as in (14), we can establish that −ςρ (t) <
υ (e) < ς̄ρ (t). Given that P (ρ) is strictly monotonic with
respect to ρ (t), it follows that P (−ςρ (t)) < P (υ (e)) <
P (ς̄ρ (t)). Referring to the expressions of P (ρ) and υ (e)
presented in equations (3) and (14) respectively, it can be
observed that e (t) = lυ (e) /

√
1− υ2 (e) = P (υ (e)). Con-

sequently, the inequality P (−ςρ (t)) < P (υ (e)) < P (ς̄ρ (t))
can be rewritten as P (−ςρ (t)) < e (t) < P (ς̄ρ (t)), where

P (−ςρ (t)) = −lςρ (t) /
√

1− (ςρ (t))
2 and P (ς̄ρ (t)) =

lς̄ρ (t) /

√
1− (ς̄ρ (t))

2. At this stage, we have completed the
proof of Theorem 2.

The aforementioned analysis reveals that, by using the
barrier function (14), ensuring that the tracking error satisfies
the prescribed performance P (−ςρ (t)) < e (t) < P (ς̄ρ (t))
for t ≥ 0 simplifies to ensuring the boundedness of s (t).

Remark 3: In this remark, we analyze four different perfor-
mance behaviors of the proposed non-monotonic prescribed
performance function for different values of ρ0, ς , and ς̄ .

(1) If ρ0 = ς = ς̄ = 1, then P (−ςρ (0)) = −∞ and
P (ς̄ρ (0)) = +∞, i.e., −∞ < e (0) < +∞. This
indicates that the initial error is not constrained by a
lower and an upper bounds and the initial feasibility
conditions are completely eliminated. Therefore, when
the initial error changes, there is no longer a need
to evaluate the feasibility condition or redesign the
prescribed performance function.

(2) If ρ0 = ς̄ = 1 and 0 < ς < 1, then P (−ςρ (0)) = −Λ
with Λ > 0 being a bounded constant, i.e., −Λ <
e (0) < +∞. This indicates that the initial error is
constrained by a lower bound but not by an upper bound.
In other words, an asymmetric constraint of upward
extrusion is formed, thus adjustments have to be made
to the output overshoot when the initial error direction
is positive.

(3) If ρ0 = ς = 1 and 0 < ς̄ < 1, then P (ς̄ρ (0)) = Λ̄ with
Λ̄ > 0 being a bounded constant, i.e., −∞ < e (0) < Λ̄.
This indicates that the initial error is constrained by an
upper bound but not by a lower bound. In other words,
an asymmetric constraint of downward extrusion is
formed, thus adjustments have to be made to the output
overshoot when the initial error direction is negative.

(4) If 0 < ςρ0 < 1 and 0 < ς̄ρ0 < 1, then P (−ςρ (0)) =
−Λ and P (ς̄ρ (0)) = Λ̄, i.e., −Λ < e (0) < Λ̄. In
this case, the initial error is constrained by both a lower
and an upper bound. An asymmetric constraint can be
introduced at this stage, as long as the initial error
satisfies the feasibility condition. However, if the initial
error changes and violates the feasibility condition, the
prescribed performance function needs to be redesigned.

Remark 4: Based on the discussions above, by varying the
values of ρ0, ς , and ς̄ , the non-monotonic prescribed perfor-
mance function designed in this paper can achieve similar con-
strained/unconstrained initial values, symmetric/asymmetric
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constraints as seen in references [21], [27]–[30]. Moreover, the
overall performance boundary monotonicity can be modified
by adjusting the monotonicity of r (t). In other words, when
a non-monotonic r (t) is employed, the prescribed perfor-
mance function will also display non-monotonic behavior.
Conversely, opting for a monotonic r (t) will yield a prescribed
performance function that is also monotonic. Furthermore,
the form of r (t) will also determine whether the prescribed
performance function has an adjustable settling time. For
example, if r (t) is chosen as r (t) = exp (−at) cos2 (t), the
prescribed function cannot specify a settling time, whereas

when r (t) =

{ (
T−t
T

)a+1
cos2 (t) , 0 ≤ t < T

0, t ≥ T
, the settling

time can be precisely set by adjusting the value of T . It is
important to note that the form of r (t) is not unique. Here
we have only listed some commonly used forms, but other
forms of r (t) with similar properties can also be developed
and utilized.

In summary, the non-monotonic prescribed performance
function designed in this paper provides a more convenient
approach to meet practical control requirements. Practitioners
only need to adjust ρ0, ς , ς̄ , and r (t) to achieve different
performance behaviors.

B. Adaptive Fuzzy Control Design

Design the following error system:

vi (t) =

{
s (t) , i = 1,

xi (t)− ᾱi−1 (t) , i = 2, 3, . . . n,
(18)

where ᾱi−1 (t) , i = 2, 3, . . . n, denote the output of the Levant
filter [48]:

φ̇i,1 = ϑi,1,

ϑi,1 = −ri,1|φi,1 − αi−1|
1
2 sign (φi,1 − αi−1)

+ φi,2,

φ̇i,2 = −ri,2sign (φi,2 − φ̇i,1) ,

(19)

where ᾱi−1 = φi,1 and ˙̄αi−1 = ϑi,1. ri,1, ri,2 > 0 are
design parameters. According to [48], |ᾱi−1 − αi−1| ≤ oi
with oi, i = 1, 2, . . . , n− 1 being some positive constants.

Remark 5: This paper uses a single-parameter estimation
method to reduce the computational burden of adaptive pa-
rameters. In preparation for controller design, we predefine
the following symbols: η = max {ηi}, Θ = max {Θi}, where
i = 1, 2, . . . , n, η̃ = η − η̂ represents the estimation error
relative to the ideal value η and its estimated value η̂, and
Θ̃ = Θ − Θ̂ denote the estimation error relative to the ideal
value Θ and its estimated value Θ̂.

Step 1: The Lyapunov function is defined as

V1 =
1

4
v41 +

1

2γ
Θ̃T Θ̃ +

1

2µ
η̃T η̃, (20)

where γ, µ > 0 denote design parameters.
According to Definition 1, one has

LV1 ≤ λ1v
3
1 (b1α1 + b1v2 + b1o1 + f1 − ẏd)

+ λ2v
3
1 − 1

γ Θ̃
˙̂
Θ− 1

µ η̃
˙̂η + 3

2λ
2
1v

2
1Tr

{
gT1 g1

}
.

(21)

Based on Young’s inequality, one has
3
2λ

2
1v

2
1Tr

{
gT1 g1

}
≤ 9

8λ
4
1v

4
1 ∥g1∥

4
+ 1

2 ,

b1λ1v
3
1v2 ≤ 3

4λ
4
3
1 v

4
1 +

1
4 b̄

4
1v

4
2 ,

b1o1λ1v
3
1 ≤ 3

4λ
4
3
1 v

4
1 +

1
4 b̄

4
1o

4
1.

(22)

Substituting (22) into (21) yields

LV1 ≤ v31

[
b1λ1α1 − λ1ẏd + λ2 + F1 (X1) +

3
2λ

4
3
1 v1

]
+ 1

4 b̄
4
1v

4
2 +

1
4 b̄

4
1o

4
1 +

1
2 − 1

γ Θ̃
˙̂
Θ− 1

µ η̃
˙̂η,

(23)
where the unknown function is represented as F1 (X1) =
λ1f1+(9/8)λ41v1 ∥g1∥

4 and can be approximated using FLS,
that is, F1 (X1) = ψT

1 H1 (X1)+ ε1 (X1). We assume that the
FLS approximation error satisfies the condition |ε1 (X1)| ≤
ε̄1, where ε̄1 > 0, and X1=

[
x̄Tn , v1, ρ

]T
.

According to Lemma 2 and Young’s inequality, one has

v31F1 ≤ v6
1

2a2
1
Θ1∥H1∥2 + 1

2a
2
1 +

∣∣v31∣∣ |ε1|
≤ v6

1

2a2
1
Θ∥H1∥2 + 1

2a
2
1 +

∣∣v31∣∣ ε̄1,∣∣v31∣∣ ε̄1 =
∣∣v31∣∣ η1 ≤ 2

πv
3
1η arctan

(
v3
1

τ1

)
+ 2

π τ1η,

(24)

where a1, τ1 > 0 are design parameters, Θ1 = ∥ψ1∥2, and
η1 = ε̄1.

Substituting (24) into (23) yields

LV1 ≤ v31

[
b1λ1α1 − λ1ẏd + λ2 +

3
2λ

4
3
1 v1

+
v3
1

2a2
1
Θ̂∥H1∥2 + 2

π η̂ arctan
(

v3
1

τ1

)]
+ 2

π τ1η

+ 1
4 b̄

4
1o

4
1 +

1+a2
1

2 − 1
γ Θ̃
(

γv6
1

2a2
1
∥H1∥2 − ˙̂

Θ
)

− 1
µ η̃
[
2µ
π v

3
1 arctan

(
λ1v

3
1

τ1

)
− ˙̂η
]
+ 1

4 b̄
4
1v

4
2 .

(25)
Design the virtual control law α1 using the Nussbaum

function for the first subsystem as follows:
α1 = N1(χ1)

λ1
Ξ1,

Ξ1 = k1v1 − λ1ẏd + λ2 +
3
2λ

4
3
1 v1

+
v3
1

2a2
1
Θ̂∥H1∥2 + 2

π η̂ arctan
(

v3
1

τ1

)
,

χ̇1 = v31Ξ1,

(26)

where k1 > 0 is a design parameter.
Substituting (26) into (25) yields

LV1 ≤ −k1v41 − 1
γ Θ̃
(

γv6
1

2a2
1
∥H1∥2 − ˙̂

Θ
)
+ 2

π τ1η

− 1
µ η̃
[
2µ
π v

3
1 arctan

(
v3
1

τ1

)
− ˙̂η
]
+

1+a2
1

2

+ 1
4 b̄

4
1o

4
1 +

1
4 b̄

4
1v

4
2 + [b1N1 (χ1) + 1] χ̇1.

(27)

Step i (i = 2, . . . , n− 1): Considering the similarity be-
tween the derivation process of the i-th subsystems and Step
1, only a few essential expressions are presented here. The
Nussbaum functions are utilized to design virtual control laws
αi in the following manner:

αi = Ni (χi) Ξi,

Ξi = kivi − ˙̄αi−1 +
3
2vi

+
v3
i

2a2
i
Θ̂∥Hi∥2 + 2

π η̂ arctan
(

v3
i

τi

)
,

χ̇i=v
3
i Ξi,

(28)
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where ai1, ki, τi ∈ R+ are design constants, Θi = ∥ψi∥2, and
ηi = ε̄i. Moreover, similar to Step 1, we define Fi (Xi) =
fi + (9/8) vi ∥gi∥4 and then employ FLSs to approximate
Fi (Xi), i.e., Fi (Xi)=ψ

T
i Hi (Xi) + εi (Xi). We assume that

the FLS approximation error satisfies the condition|εi (Xi)| ≤
ε̄i, where ε̄i ∈ R+, Xi=

[
x̄Ti , vi

]T
.

The Lyapunov function is defined as

Vi = Vi−1 +
1

4
v4i , (29)

From (28)–(29), one has

LVi ≤ −
i∑

j=1

kjv
4
j +

i∑
j=1

1+a2
j

2 +
i∑

j=1

2
π τjη

+
i∑

j=1

[bjNj (χj) + 1] χ̇j +
i∑

j=1

1
4 b̄

4
jv

4
j+1

+
i∑

j=1

1
4 b̄

4
jo

4
j − 1

γ Θ̃

(
i∑

j=1

γv6
j

2a2
j
∥Hj∥2 − ˙̂

Θ

)

− 1
µ η̃

[
i∑

j=1

2µ
π v

3
j arctan

(
v3
j

τj

)
− ˙̂η

]
.

(30)

Step n: The Lyapunov function is defined as

Vn = Vn−1 +
1

4
v4n. (31)

The following is obtained from (30) and (31):

LVn ≤ −
n−1∑
j=1

kjv
4
j − 1

γ Θ̃

(
n−1∑
j=1

γv6
j

2a2
j
∥Hj∥2 − ˙̂

Θ

)

− 1
µ η̃

[
n−1∑
j=1

2µ
π v

3
j arctan

(
v3
j

τj

)
− ˙̂η

]
+ 1

2 +
n−1∑
j=1

1+a2
j

2 +
n−1∑
j=1

2
π τjη +

n∑
j=1

1
4 b̄

4
jo

4
j

+
n−1∑
j=1

[bjNj (χj) + 1] χ̇j +
n−1∑
j=1

1
4 b̄

4
jv

4
j+1

+v3n
[
bnu− ˙̄αn−1 +

3
4vn + Fn (Xn)

]
,

(32)

where Fn (Xn) = fn + 9
8vn ∥gn∥

4 and can be approximated
using FLS, that is, Fn (Xn)=ψ

T
nHn (Xn) + εn (Xn). We

assume that the FLS approximation error satisfies the condition
|εn (Xn)| ≤ ε̄n, where ε̄n ∈ R+, Xn=

[
x̄Tn , vn

]T
.

By applying Young’s inequality and Lemma 2, the following
inequalities apply:

v3nFn ≤ v6
n

2a2
n
Θn ∥Hn∥2 + 1

2a
2
n +

∣∣v3n∣∣ |εn|
≤ v6

n

2a2
n
Θ ∥Hn∥2 + 1

2a
2
n +

∣∣v3n∣∣ ε̄n,∣∣v3n∣∣ ε̄n =
∣∣v3n∣∣ ηn ≤ 2

πv
3
nη arctan

(
v3
n

τn

)
+ 2

π τnη,

(33)

where an, τn ∈ R+ are design constants, Θn = ∥ψn∥2, and
ηn = ε̄n.

Substituting (33) into (32) yields

LVn ≤ −
n−1∑
j=1

kjv
4
j − 1

γ Θ̃

(
n∑

j=1

γv6
j

2a2
j
∥Hj∥2 − ˙̂

Θ

)

− 1
µ η̃

[
n∑

j=1

2µ
π v

3
j arctan

(
v3
j

τj

)
− ˙̂η

]
+

n∑
j=1

1+a2
j

2 +
n∑

j=1

2
π τjη +

n∑
j=1

1
4 b̄

4
jo

4
j

+
n−1∑
j=1

[bjNj (χj) + 1] χ̇j +
n−1∑
j=1

1
4 b̄

4
jv

4
j+1

+ v3n
[
−bnαn − ˙̄αn−1 +

3
4vn + Fn (Xn)

]
+ bnv

3
n (u+ αn) .

(34)

Design αn, ˙̂
Θ, and ˙̂η with support from the Nussbaum-type

function for the n-th subsystem as follows:

αn = −Nn (χn) Ξn,

Ξn = knvn − ˙̄αn−1 +
3
4vn + 3

4vn

+
v3
n

2a2
n
Θ̂∥Hn∥2 − 2

π η̂ arctan
(

v3
n

τn

)
,

χ̇n = v3nΞn,

˙̂
Θ =

n∑
j=1

γv6
j

2a2
j
∥Hj∥2 − pΘΘ̂,

˙̂η =
n∑

j=1

2µ
π v

3
j arctan

(
v3
j

τj

)
− pη η̂,

(35)

where pΘ, pη ∈ R+ are design constants.
Substituting (35) into (34) yields

LVn ≤ −
n∑

j=1

kjv
4
j +

n∑
j=1

2+a2
j

4 +
n∑

j=1

2
π τjη

+
n∑

j=1

[bjNj (χj) + 1] χ̇j +
n∑

j=1

1
4 b̄

4
jo

4
j

+
n−1∑
j=1

1
4 b̄

4
jv

4
j+1 +

pΘ

γ Θ̃Θ̂ +
pη

µ η̃η̂

+ bnv
3
n (u+ αn) +

3
4v

4
n.

(36)

Remark 6: To facilitate the application of this research in
various engineering contexts based on specific requirements,
αn is predetermined (instead of directly obtaining u) to
allow for the integration of techniques such as event trigger,
hysteresis quantization, and control inputs related to actuator
failure.

Next, a novel non-conservative ETM is introduced as

ω (t) = − 2αn

π(1−ℑ) arctan
(

v3
nαn

℘

)
,

u (t) = ω
(
tk
)
,∀t ∈

[
tk, tk+1

)
, δ (t) = u (t)− ω (t) ,

tk+1 =


inf
{
t > tk ||δ (t)| ≥ ℑ |ω (t)|+m1e

−m2t
}
,

if |ω (t)| < D,

inf
{
t > tk ||δ (t)| ≥ n

}
,

if |ω (t)| ≥ D,

(37)
where D,n,m1,m2, ℘ > 0, 0 < ℑ < 1 are design parameters,
δ (t) denotes the measurement error, and tk denotes the
update time. The working principle of ETM is as follows:
Within a specific interval

[
tk, tk+1

]
, where u

(
tk
)

acts as
the control signal, upon triggering of ETM, an instantaneous
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transition occurs from tk to tk+1, concurrently resulting in the
transformation of u

(
tk
)
into u

(
tk+1

)
.

Remark 7: In the previous study [34], the ETM is designed
as tk+1 = inf

{
t > tk ||δ (t)| ≥ ℑ |u (t)|+m1

}
or tk+1 =

inf
{
t > tk ||δ (t)| ≥ m1

}
to determine the update instant.

However, the controller proposed in [34] deemed conservative
due to the inclusion of a robust term m̄1 tanh (m̄1αn/℘).
Because the parameters ℘, m1, and m̄1 had to be satisfy the
specific inequality constraint m̄1 > m1/ (1− δ) or m̄1 > m1,
aimed at compensating for the constant error m1. In our paper,
the novel ETM (37) is proposed, which effectively addresses
constant measurement errors by integrating an arctan function,
thereby overcoming the limitations of m̄1 > m1/ (1− δ) or
m̄1 > m1.

Remark 8: The ETM (37) is a switching threshold form that
can adjust the balance between a fixed threshold and a relative
threshold by tuning the parameter D. Specifically, when the
control signal amplitude is small, a larger value of D can
be set to prioritize the relative threshold strategy for precise
control. Conversely, when the control signal amplitude is large,
a smaller value of D can be set to prioritize the fixed threshold
strategy for preventing step signal impact.

C. Stability Analysis

Theorem 3: For system (1) with the virtual control and
adaptive laws (26), (28), and (35), as well as the ETM (37)
under Assumptions 1 and 2, the proposed control scheme
ensures all signals of system (1) are bounded in probability;
and (2) the tracking error always evolve within predefined
boundaries, expressed as P (−ςρ (t)) < e (t) < P (ς̄ρ (t)).

Proof: From (37) and v3nω ≤ 0, one has

v3nδ ≤ −ℑv3nω + 3
4v

4
n + 1

4m
4
1. (38)

According to Lemma 2, one has

(1−ℑ) v3nω + v3nαn ≤ 2
π℘. (39)

The Lyapunov function is defined as

V =
n∑

i=1

1

4
v4i +

1

2γ
Θ̃T Θ̃ +

1

2µ
η̃T η̃. (40)

Based on Young’s inequality, one has
pΘ

γ Θ̃Θ̂ ≤ −pΘ

2γ Θ̃
2 + pΘ

2γ Θ
2,

pη

µ η̃η̂ ≤ − pη

2µ η̃
2 +

pη

2µη
2.

(41)

Combining (38)–(41) yields

LV ≤ −
n∑

i=1

kiv
4
i −

pΘ

2γ Θ̃
2 − pη

2µ η̃
2 +

n∑
i=1

2+a2
i

4

+
n∑

i=1

2
π τjη +

n∑
i=1

1
4 b̄

4
i o

4
i +

pΘ

2γ Θ
2 +

pη

2µη
2

+ 2
π b̄n℘+ 1

4 b̄
4
nm

4
1 +

n−1∑
i=1

1
4 b̄

4
i v

4
i+1

+
n∑

i=1

[biNi (χi) + 1] χ̇i.

(42)

From (42), there is

LV ≤ −σV +β+

n∑
i=1

[biNi (χi) + 1] χ̇i+

n∑
i=2

1

4
b̄4i−1v

4
i , (43)

where σ = min {4ki, pΘ, pη}, β =
n∑

i=1

2+a2
i

4 +
n∑

i=1

2
π τiη +

n∑
i=1

1
4 b̄

4
i o

4
i +

pΘ

2γ Θ
2 +

pη

2µη
2 + 2

π b̄i℘+ 1
4 b̄

4
nm

4
1.

It is important to note that we cannot directly apply Theorem
1 to assess the stability of (43) at this stage, as the boundedness
of
∑n

i=2 b̄
4
i−1v

4
i /4 is unknown. Therefore, we must first ensure

the boundedness of
∑n

i=2 b̄
4
i−1v

4
i /4.

From the derivation process of step n, we can observe that
step n does not contain the term b̄4nv

4
n+1/4. In other words, if

we analyze step n independently, disregarding the preceding
(n−1) steps, Theorem 1 can be directly applied. Therefore, we
can ensure the boundedness of all variables when analyzing
step n independently. Thereafter, we employ Theorem 1 in a
reverse manner (n − 1) times, ensuring the boundedness of
b̄4i v

4
i+1/4, i = 1, 2, . . . , n− 1. Consequently, the boundedness

of
∑n

i=2 b̄
4
i−1v

4
i /4 can be ensured. At this point, we can get∣∣∑n

i=2 b̄
4
i−1v

4
i /4
∣∣ ≤ ℧ with ℧ > 0 being a constant. Then,

(43) can be rewritten as

LV ≤ −σV + β1 +

n∑
i=1

[biNi (χi) + 1] χ̇i, (44)

where β =
n∑

i=1

2+a2
i

4 +
n∑

i=1

2
π τiη+

n∑
i=1

1
4 b̄

4
i o

4
i +

pΘ

2γ Θ
2+

pη

2µη
2+

2
π b̄i℘+ 1

4 b̄
4
nm

4
1 + ℧.

Based on Theorem 1 and Lemma 1, it can be concluded
that, with appropriate choices of σ and β1, the following
variables are bounded in probability: V (t), Θ̃, η̃ vi, χi (t),
and

∑n
i=1 [bi (t)Ni(χi) + 1] χ̇i, i = 1, 2, . . . , n. According to

Assumption 1 and (18), s and xi, i = 2, . . . , n are bounded in
probability. After ensuring the boundedness of s, it can be ob-
served from Theorem 2 that P (−ςρ (t)) < e (t) < P (ς̄ρ (t))
is guaranteed.

Next, it is important to mention that δ (t) = u (t) − ω (t),
∀t ∈

[
tk, tk+1

)
. Hence, one can obtain

d

dt
|δ| ≤ d

dt
(δ × δ)

1
2 = sign (δ) δ̇ ≤ |ω̇| . (45)

Since ω̇ (t) is bounded, ω̇ (t) continuously connects to
the bounded signals when t ∈

[
tk, tk+1

)
. In other words,

there exists a constant Υ ∈ R+ such that |ω̇ (t)| ≤ Υ,
t ∈

[
tk, tk+1

)
, leading to the conclusion that |δ (t)| ≤

Υ
(
t− tk+1

)
, t ∈

[
tk, tk+1

)
. It should be noted that δ

(
tk
)
=

0 and lim
t→tk+1

|δ (t)| ≤ ℑ
∣∣ω (tk+1

)∣∣+m1e
−m2t

k+1

; thus, one
has

m1e
−m2t

k+1

≤ lim
t→tk+1

|δ| ≤ Υ∆t, (46)

where ∆t = tk+1 − tk. Evidently, ∆t > 0 can be easily
deduced for any finite time interval. Additionally, tk → ∞ can
be observed as k → ∞, which can be verified by searching
for a contradiction. Specifically, assuming t∞ = lim

k→∞
tk <∞

leads to the implication that lim
k→∞

∆t = 0. In conjunction with

(46), it is certain that m1e
−m2t

∞ −→ 0, t→ ∞. Therefore, the
occurrence of Zeno behavior can be ruled out.

At this stage, we have completed the proof of Theorem 3.
Remark 9: This remark will provide a summary for selecting

and adjusting controller parameters.
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(1) Increasing the control gains ki, pΘ, and pη can result in a
larger σ, thereby increasing the upper of vi, i = 1, . . . , n,
and improving tracking precision. However, excessive
control gains may lead to a sharp increase in control
signals, even causing instability in the control system.
Therefore, in practical applications, it is necessary to
carefully design control gains according to the specific
requirements.

(2) Increasing the filter gains ri,1 and ri,2, i = 2, . . . , n can
lead to an improvement in the accuracy of the filtering
process. However, excessively high filter gains may lead
to high-frequency oscillations, thus affecting transient
tracking performance. Therefore, it is necessary to strike
a balance between filtering accuracy and transient perfor-
mance when adjusting filter gains.

(3) Adjusting the parameters of the performance function
has been discussed in Remark 3. It is important to note
that the parameter a in the rate function affects both the
convergence speed and monotonicity of the rate function
r(t). A smaller value of a results in slower convergence of
the rate function but more pronounced non-monotonicity.
The parameter l in the performance function is used to
adjust steady-state accuracy. A larger value of l leads to
higher steady-state accuracy but requires a larger control
input.

(4) Adjusting the parameter D of ETM has been discussed
in Remark 8. Additionally, n, m1, and m2 affect the
triggering threshold, decreasing n, m1, and m2 can result
in more frequent event triggering. Moreover, ℑ and ℘
influence the dynamic performance of ETM. Smaller
values of ℑ and ℘ can improve the dynamic performance
of ETM but simultaneously increase the deterministic
time, thereby resulting in a large number of triggered
events.

(5) Other control parameters, such as ai, i = 1, . . . , n, γ
and µ are designed to address potential singularity issues
during the approximation process. When singularities
occur, decreasing ai, γ and µ can circumvent these
singularities, thereby preventing controller errors.

IV. SIMULATION RESULTS

Example: Consider a mass-spring-damper system [33] as
follows:

dx1 = [b1 (t)x2] dt,

dx2 =
[
b2 (t)u− 1

mf (x1, x2)
]
dt+ 1

mg (x1) dω,

y = x1,

(47)

where m = 1/3, f (x1, x2) = 2x21 + x31 sin(x1, x2) +
0.2x22 cosx

2
2, g (x1) = 0.6x1, b1 (t) = 1 + 0.8 cos(0.2t), and

b2 (t) = −1−0.5sin2(t). The desired trajectory was selected as
yd = 0.5 sin (t). The main control parameters were selected
as k1 = 50, k2 = 25, ℓ1 = 0.005, ℓ2 = 0.005, r21 = 30,
r22 = 15, a1 = 0.02, a2 = 0.05, γ = 0.2, µ = 0.5, pΘ = 1,
pη = 1, τ1 = 2, τ2 = 2, l = 1, a = 3, T = 3, ρf = 0.1,
D = 5, n = 2, m1 = 0.5, m2 = 0.5, ℘ = 0.05, and
ℑ = 0.05. The membership functions of FLSs were employed
as κUi

j
= e(X

i
j+5−i)/16 with i = 1, 2, 3, 4, 5, 6 and j = 1, 2, 3.

Additionally, the initial conditions are selected as x1 = 0.3,
x2 = 0, χ1 (0) = 0, χ2 (0) = −1, Θ(0) = 0, η (0) = 0,
φ2,1 (0) = 0, and φ2,2 (0) = 0. We considered the following
cases:

Case 1. Set ρ0 = ς = ς̄ = 1, and compare the performance
behaviors with x1 (0) = 0.3 and x1 (0) = −0.3.

Case 2. Set x1 (0) = 0.3, ρ0 = ς̄ = 1, and compare the
performance behaviors with ς = 1 and ς = 0.6.

Case 3. Set x1 (0) = −0.3, ρ0 = ς = 1, and compare the
performance behaviors with ς̄ = 1 and ς̄ = 0.6.

Case 4. Set x1 (0) = 0.3, and compare the performance
behaviors with ρ0 = ς = ς̄ = 1 and ρ0 = 1, ς = 0.5, ς̄ = 0.8.

Case 5. Set x1 (0) = 0.3, ρ0 = ς = ς̄ = 1, consider
constraining the control input to operate at only 20 percent
effectiveness within t ∈ [2, 2.5], and compare the performance
behaviors between the unconstrained and constrained input.

Fig. 1. Tracking trajectory with Case 1.

Fig. 2. Tracking error with Case 1.

Figs. 1 and 2 illustrate the performance behaviors achieved
by setting parameters ρ0 = ς = ς̄ = 1 to remove upper
and lower bounds on the initial value x1 (0) (Case 1). From
these two figures, it can be observed that with unconstrained
initial boundaries, it is possible to autonomously adjust x1 (0)
without the need for redesigning the performance function,
thus removing the initial value feasibility condition mentioned
in references [41] and [42].

Fig. 3. Tracking trajectory with Case 2.
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Fig. 4. Tracking error with Case 2.

Fig. 5. Tracking trajectory with Case 3.

Fig. 6. Tracking error with Case 3.

Fig. 7. Tracking trajectory with Case 4.

Fig. 8. Tracking error with Case 4.
Figs. 3 and 4 show the effect of adjusting the lower bound-

ary constraint (ς) on transient behavior (output overshoot)
when e (0) is positive (Case 2). Conversely, Figs. 5 and 6
demonstrate the impact of adjusting the upper boundary con-
straint (ς̄) on transient behavior (output overshoot) when e (0)
is negative (Case 3). Additionally, Figs. 7 and 8 present the
performance behavior when simultaneously adjusting asym-
metric lower (ς) and upper (ς̄) boundary constraints (Case 4),
further revealing enhanced controllability.

From these six figures, it is evident that the proposed method

enables the adjustment of transient performance (output over-
shoot) by autonomously setting asymmetric constraints. This
sets it apart from existing literature [43] and [44] where
asymmetric boundaries cannot be configured.

Fig. 9. Tracking trajectory with Case 5.

Fig. 10. Tracking error with Case 5.
Figs. 9 and 10 depict the performance behavior of control

inputs under short-lived constrained and unconstrained condi-
tions (Case 5). From these two figures, it can be observed that
relaxing the boundary constraints during periods t ∈ [2, 2.5]
of constrained control inputs (partial failure) is beneficial,
as it ensures the stability of the control system during this
interval. Therefore, considering the non-monotonic prescribed
performance function is meaningful in practical situations,
such as controllers with input saturation [45] and actuator
faults [42].

Fig. 11. Adaptive parameter estimation curves.
Fig. 11 illustrates the variation of adaptive laws under Case

1 (x1 (0) = 0.3). It can be observed from this figure that both
Θ and η are bounded, with η capable of compensating for a
part of the fuzzy approximation error, thereby enhancing the
overall control performance.

Fig. 12. Nussbaum variable curves.
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Fig. 12 shows the variation of the Nussbaum variables in
Case 1 (x1 (0) = 0.3). It can be noted from this figure that the
introduced multiple Nussbaum functions are effective. Com-
pared to the findings in reference [21] (N(χ) = χ2 cos (χ)),
these multiple Nussbaum functions avoid the cancellation of
unknown control signs in Lyapunov boundedness analysis.
Furthermore, they are applicable to stochastic nonlinear sys-
tems with multiple unknown time-varying control coefficients,
such as those described in references [30] and [46], unlike
reference [21].

Fig. 13. Control inputs with ETM design in [34]

Fig. 14. Control inputs with proposed ETM.
Figs. 13 and 14 present a comparison between the switching

thresholds ETM designed in this paper and the classical
method [34]. From these figures, it is evident that the proposed
ETM is effective and offers more convenient design and adjust-
ment, as it eliminates the robust constraint m̄1 > m1/ (1− δ)
and m̄1 > m1.

V. CONCLUSIONS

This paper proposes an adaptive fuzzy control for stochastic
nonlinear systems with unknown control directions. The pro-
posed scheme provides a versatile design for the prescribed

performance function, allowing for convenient switching of
prescribed behaviors based on actual applications: (1) Initial
errors without any initial condition constraints; (2) Initial
errors with lower constraints but no upper constraints; (3)
Initial errors with upper constraints but no lower constraints;
and (4) Initial errors with simultaneous upper and lower
symmetric or asymmetric constraints. The proposed prescribed
performance function also exhibit non-monotonicity, which
can have a positive impact on controllers with input con-
straints. Moreover, we introduce a novel class of switching
threshold ETM. This ETM eliminates the inequality con-
straints on design parameters present in existing ETMs while
also possessing the capability to balance triggering frequency
and control accuracy. Furthermore, we introduce a class of
multiple Nussbaum functions to handle unknown control direc-
tions, thus avoiding the issue of multiple variables cancelling
each other out, while also broadening their application in
stochastic nonlinear systems. Simultaneously, the integration
of the single-parameter estimation method helps to reduce the
computational burden of adaptive parameters. The simulation
results confirm the effectiveness and superiority of the control
scheme.

The research in this paper has the following limitation:
although the non-monotonic prescribed performance function
can achieve non-monotonic changes in local regions, it heavily
relies on the monotonicity of the rate function r(t). Therefore,
accurately designing and adjusting non-monotonic intervals is
very challenging.

A future research direction involves integrating the rate
function r(t) and piece-wise continuous stretching functions
similar to [47], enabling custom adjustment of non-monotonic
intervals.

APPENDIX

Proof of Theorem 1: Define P (t) = V (t) eσt, one
has E [P (t)]|t0 = E

[∫ t

0
LP (τ) dτ

]
and E [V (t)] =

E
[∫ t

0
LV (τ) dτ

]
. Note that LP (t) = σV (t) eσt+LV (t) eσt,

then we can obtain

E [P (t)]|t0 =
t∫
0

[σV (τ) eστ + LV (τ) eστ ] dτ

≤
t∫
0

{
n∑

i=1

[bi (τ)Ni (χi (τ)) + 1] χ̇i (τ) + β

}
eστdτ.

(48)

From the right hand side of (48), one has

t∫
0

{
n∑

i=1

[bi (τ)Ni (χi (τ)) + 1] χ̇i (τ) + β

}
eστdτ

≤
t∫
0

n∑
i=1

[bi (τ)Ni (χi (τ)) + 1] χ̇i (τ) e
στdτ + β

σ (eσt − 1) .

(49)
Substituting (49) into (48) yields

E [P (t)]− E [P (0)]

≤
t∫
0

n∑
i=1

[bi (τ)Ni (χi (τ)) + 1] χ̇i (τ) e
στdτ + β

σ (eσt − 1) ,

(50)
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which implies that

E [V (t)] ≤
t∫
0

n∑
i=1

χ̇i (τ) e
−σ(t−τ)dτ + E [V (0)] e−σt

+
t∫
0

n∑
i=1

bi (τ)Ni (χi (τ)) χ̇i (τ) e
−σ(t−τ)dτ + β

σ (1− e−σt) .

(51)
Next, we prove χi (t) , i = 1, . . . , j, . . . , n are bounded in

probability by contradiction. We assume that χ1 (t) , . . . , χj (t)
are unbounded in probability and χj+1 (t) , . . . , χn (t) are
bounded in probability, then, from (51), we can obtain

E [V (t)] ≤ E [V (0)] e−σt+
β

σ

(
1− e−σt

)
+Q (t)+C1, (52)

where

C1 =
n∑

i=j+1

t∫
0

χ̇i (τ) e
−σ(t−τ)dτ

+
n∑

i=j+1

t∫
0

bi (τ)Ni (χi (τ)) χ̇i (τ) e
−σ(t−τ)dτ,

Q (t) =
t∫
0

j∑
i=1

χ̇i (τ) e
−σ(t−τ)dτ

+
t∫
0

j∑
i=1

|bi (τ)| sign [bi (τ)]Ni [χi (τ)] χ̇i (τ) e
−σ(t−τ)dτ.

(53)
From (53), we know that the unboundedness or boundedness

of χi (t) implies the unboundedness or boundedness of Q (t).
Therefore, we discuss the following two cases:

Case 1. χi (t) , i = 1, . . . , j have no upper bound.
First, define three monotonically increasing sequences

{Γ1,i,p}∞p=1, {Γ2,i,p}∞p=1, and {Γ3,i,p}∞p=1 as Γ1,i,p =

(4p− 1)π/2i + νiπ, Γ2,i,p = (4p− 1)π/2i + νiπ + θi/2
i−1,

and Γ3,i,p = (4p+ 1)π/2i + νiπ − θi/2
i−1, where 0 ≤ θi ≤

π/2, and νi =
∑i

m=1 [2
−m + 2−msign (bm)] ≥ 0. Then, we

can obtain

2i−1νi = 2i−1
i∑

m=1
[2−m + 2−msign (bm)]

= 2i−1
i−1∑
m=1

[2−m + 2−msign (bm)] + 1
2 [1 + sign (bi)] .

(54)
From (54), when sign (bi) = −1, 2i−1νi are posi-

tive even integers, when sign (bi) = 1, 2i−1νi are pos-
itive odd integers. Define three increasing time sequences
{t1,i,p}∞p=1, {t2,i,p}∞p=1, and {t3,i,p}∞p=1 as χi (t1,i,p) = Γ1,i,p,
χi (t2,i,p) = Γ2,i,p, and χi (t3,i,p) = Γ3,i,p. From the
above discussion, it is easy to know that limp→∞t1,i,p =
limp→∞t2,i,p = limp→∞t3,i,p = Tf , and limp→∞Γ1,i,p =
limp→∞Γ2,i,p = limp→∞Γ3,i,p = ∞. Then, we can obtain

Q (t) ≤ Q̄ (t)

=
j∑

i=1

t3,i,p∫
t2,i,p

|bi| sign (bi)Ni (χi) χ̇ie
−σ(t3,i,p−τ)dτ

+
j∑

i=1

t2,i,p∫
t1,i,p

|bi| sign (bi)Ni (χi) χ̇ie
−σ(t3,i,p−τ)dτ

+
j∑

i=1

t1,i,p∫
0

|bi| sign (bi)Ni (χi) χ̇ie
−σ(t3,i,p−τ)dτ

+
j∑

i=1

t3,i,p∫
0

χ̇ie
−σ(t3,i,p−τ)dτ + C1.

(55)

Taking integration over the interval [0,Γ1,i,p], one has
Γ1∫
0

sign (bi)Ni (χi) dχi

= sign (bi) [cos (Γ1,i,p)− 1] cos
(
2pπ − 1

2π + 2i−1νiπ
)
,

(56)
where 2i−1νi are positive integers in (54). Then, we have∫ Γ1

0
sign (bi)Ni (χi) dχi = 0. Similar to (56), we can know

that
∫ (4p+1)π/2i+νiπ

0
sign (bi)Ni (χi) dχi = 0, and

pπ

2i−2 +νiπ∫
0

sign (bi)Ni (χi) dχi

= sign (bi) cos
(
2i−1νiπ

){
cosh

[(
pπ
2i−2 + νiπ

)2]− 1
}
< 0.

(57)
Define intervals Ii,0, Ii,1, Ii,2, . . ., Ii,2p as

Ii,0 =
[
νiπ, π/2

i + νiπ
]
, Ii,1 =

[
π/2i + νiπ, 3π/2

i + νiπ
]
,

Ii,2 =
[
3π/2i + νiπ, 5π/2

i + νiπ
]
, . . ., Ii,2p =[

(4p− 1)π/2i + νiπ, (4p+ 1)π/2i + νiπ
]
. Define instants

ð0, ð, ði,0, ði,1, ði,2, . . ., ði,2p as χi (ð0) = π/2,
χi (ð) = νiπ, χi (ði,0) = π/2i+νiπ, χi (ði,1) = 3π/2i+νiπ,
χi (ði,2) = 5π/2i+νiπ, . . ., χi (ði,2p) = (4p+ 1)π/2i+νiπ.
According to the properties of cos-functions, we can know
that

∫ χi

0
sign (bi)Ni (τ) dτ should be non-positive within the

interval Ii,2p. Then, we can derive the first term of Q̄ (t) as

j∑
i=1

t3,i,p∫
t2,i,p

biNi (χi) χ̇ie
−σ(t3,i,p−τ)dτ

≤
j∑

i=1

e−σ(t3,i,p−t2,i,p)
Γ3,i,p∫
Γ2,i,p

|bi| sign (bi)Ni (χi) dχi

≤ −
j∑

i=1

Bmine
−σ(t3,i,p−t2,i,p) sin (θi)♢,

(58)

where Bmin = min
i
bi, and ♢ = cosh

(
Γ2
3,i,p

)
+ cosh

(
Γ2
2,i,p

)
.

Then, the second part of Q̄ (t) can be derived as

j∑
i=1

t2,i,p∫
t1,i,p

|bi| sign (bi)Ni (χi) χ̇ie
−σ(t3,i,p−τ)dτ

≤ Bmin

j∑
i=1

e−σ(t2,i,p−t1,i,p)
Γ2,i,p∫
Γ1,i,p

sign (bi)Ni (χi) dχi ≤ 0.

(59)
As for the the third part of Q̄ (t), we obtain

that
∫ ði,q

ði,q−1
sign (bi)Ni (χi) χ̇ie

−σ(ði,q−τ)dτ ≤ 0,
q = 1, 2, . . . , 2p − 1, within the interval [ði,q−1,ði,q].
Moreover, we can obtain that

∫ π/2

0
sign (bi)Ni (χi) dχi = 0,

which implies that
if bi > 0, then one has

ð0∫
0

sign (bi)Ni (χi) χ̇ie
−σ(ð−τ)dτ

≤
ð0∫
0

sign (bi)Ni (χi) χ̇idτ = 0,

(60)

if bi < 0, then one has
ð0∫
0

sign (bi)Ni (χi) χ̇ie
−σ(ð−τ)dτ

≤ e−σ(ð−ð0)
ð0∫
0

sign (bi)Ni (χi) χ̇idτ = 0.

(61)
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From (60) and (61), we know that∫ ð
0
sign (bi)Ni (χi) χ̇ie

−σ(ð−τ)dτ ≤ 0. Then, the third
part of Q̄ (t) can be derived as

j∑
i=1

t1,i,p∫
0

biNi (χi) χ̇ie
−σ(t3,i,p−τ)dτ

≤
2p−1∑
q=1

j∑
i=1

bi

ði,q∫
ði,q−1

sign (bi)Ni (χi) χ̇ie
−σ(ði,q−τ)dτ

+
j∑

i=1

bi

ð∫
0

sign (bi)Ni (χi) e
−σ(νiπ−τ)dτ ≤ 0.

(62)

Then, the fourth part of Q̄ (t) satisfies

j∑
i=1

t3,i,p∫
0

e−σ(t3,i,p−τ)χ̇idτ ≤
j∑

i=1

Γ3,i,p −
j∑

i=1

χi (0). (63)

From (60)–(63), (55) can be rewritten as

Q (t) ≤ −Bmin

j∑
i=1

sin (θi)
[
cosh

(
Γ2
3,i,p

)
+ cosh

(
Γ2
2,i,p

)]
+

j∑
i=1

Γ3,i,p −
j∑

i=1

χi (0) + C1,

(64)
which is equivalent to

Q (t) ≤ −
j∑

i=1

C3 cosh
(
Γ2
3,i,p

)
C4 + C2, (65)

where C2 = −
∑j

i=1 χi (0) + C1, C3 = Bmin sin (θi),
and C4 = 1 + cosh

(
Γ2
2,i,p

)
/ cosh

(
Γ2
3,i,p

)
+

Γ3,i,p/
[
C3 cosh

(
Γ2
3,i,p

)]
. From (65), we have

limt→Tf
Q (t) = −∞, which contradicts Q (t) ≥ 0.

Hence, χi (t) , i = 1, . . . , j have upper bound on [0, Tf ).
Case 2. χi (t) , i = 1, . . . , j have no lower bound.
Consider that χi (t) , i = 1, . . . , j have no lower bound on

[0, Tf ), which means that −χi have no upper bound on [0, Tf ).
Due to the fact that

∫ χi

0
sign (bi)Ni (τ) dτ is an even function,

Q (t) should satisfy

Q (t) ≤ −
j∑

i=1

D3 cosh
(
Γ2
3,i,p

)
D4 +D2, (66)

where D1 =
∑k

i=j+1

∫ t

0
bi (τ)Ni [χi (τ)]χ̇i (τ) e

−σ(t−τ)dτ −∑k
i=j+1

∫ t

0
e−σ(t−τ)χ̇i (τ) dτ , D2 =

∑j
i=1 χi (0) +D1,

D3 = Bmine
−σ(t3,i,p−t2,i,p) sin (θi), and D4 = 1 +

cosh
(
Γ2
2,i,p

)
/ cosh

(
Γ2
3,i,p

)
+Γ3,i,p/

[
D3 cosh

(
Γ2
3,i,p

)]
. From

(66), we have limt→Tf
Q (t) = −∞, which contradicts

Q (t) ≥ 0. Hence, χi (t) , i = 1, . . . , j have lower bound on
[0, Tf ).

According to the above discussion, we can conclude that
χi (t) , i = 1, . . . , j are bounded in probability on [0, Tf ).
Therefore, V (t) is also bounded in probability on [0, Tf ).
Then, due to the fact that

∑n
i=1 [bi (t)Ni (χi) + 1] χ̇i is in-

tegrable, we obtain that |
∑n

i=1 [bi (t)Ni (χi) + 1] χ̇i| ≤ N̄
on [0, Tf ) with N̄ being a constant. At this stage, we have
presented the complete proof of Theorem 1.
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