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Abstract: Distributed systems consist of interconnected, lower-dimensional subsystems. For
such systems, distributed analysis and design present several advantages, such as modularity,
easier analysis, and reduced computational complexity. Applications include distributed process
control, traffic and communication networks, irrigation systems, hydropower valleys, etc. A
special case of distributed systems is when the subsystems are connected in a string. By
exploiting such a structure, in this paper, we propose conditions for the distributed stability
analysis of Takagi-Sugeno fuzzy systems connected in a string. These conditions are extended
to observer design. Sufficient LMI conditions, which are easy to solve are also provided. The
approach is illustrated on a simulation example.
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1. INTRODUCTION

Takagi-Sugeno (TS) fuzzy systems (Takagi and Sugeno,
1985) are nonlinear, convex combinations of local linear
models, and have the property that they are capable to ap-
proximate a large class of nonlinear systems to an arbitrary
degree of accuracy (Fantuzzi and Rovatti, 1996). For a
TS fuzzy model, well-established methods and algorithms
exist to analyze its stability or to design observers for
it. Several types of observers have been developed for
continuous-time TS fuzzy systems, among which: fuzzy
Thau-Luenberger observers (Tanaka and Wang, 1997;
Tanaka et al., 1998), reduced-order observers (Bergsten
et al., 2001, 2002), and sliding-mode observers (Palm and
Bergsten, 2000). Most of the stability and design condi-
tions rely on the feasibility of an associated system of linear
matrix inequalities (LMIs).

Many physical systems, such as power systems, communi-
cation networks, economic systems, and traffic networks
are composed of interconnections of lower-dimensional
subsystems. Recently, decentralized analysis and control
design for such systems has received much attention (Hai-
jun et al., 2006; Liu and Zhang, 2005; Krishnamurthy and
Khorrami, 2003; Bavafa-Toosi et al., 2006; Zhang et al.,
2006; Liu et al., 2007).

⋆ This research is sponsored by Senter, Ministry of Economic Affairs
of the Netherlands within project Interactive Collaborative Informa-
tion Systems (grant BSIK03024), by the European STREP project
“Hierarchical and distributed model predictive control (HD-MPC)”,
contract number INFSO-ICT-223854, and by the European 7th
Framework Network of Excellence “Highly-complex and networked
control systems (HYCON2)”.

Stability analysis of distributed TS systems mainly relies
on the existence of a common quadratic Lyapunov function
for each subsystem. Most results make use of the assump-
tion that the number of subsystems and some bounds on
the interconnection terms are known a priori, and the
analysis of the subsystems is performed in parallel. For in-
stance, an early result that relies on the existence of an M-
matrix 1 or positive definite matrices has been formulated
by Akar and Özgüner (2000) and Wang and Lin (2005).
In these approaches, LMI conditions for establishing the
stability of the individual subsystems are solved in parallel,
and afterward the stability of the whole system is verified.
For hybrid linear-fuzzy systems, a method for establishing
the stability of the distributed system has been proposed
by Xu et al. (2006). For distributed TS systems with affine
consequents, but linear interconnection terms among the
subsystems, an approach based on piecewise Lyapunov
functions has been developed by Zhang et al. (2006).
Stability analysis of uncertain distributed TS systems has
been investigated e.g., by Liu and Zhang (2005).

All the above mentioned results assume that any two
subsystems in the distributed system may be intercon-
nected. While this assumption makes the results gener-
ally applicable, it also introduces conservativeness. In this
paper we develop conditions for the stability analysis of
string-connected TS systems, i.e., a distributed TS system
in which each subsystem is connected only to its two
neighbors. System which have such interconnections are
e.g., material flow processes, hydropower valleys, irrigation
systems. The coupling between the subsystems is realized

1 A square matrix M is an M-matrix if the off-diagonal elements
are all negative and all the eigenvalues of M have non-negative real
part.
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through their states, and each subsystem is assumed to
be stable. The approach is also extended to observer de-
sign, under the assumption that the estimated states are
communicated between the neighbors.

The structure of the paper is as follows. Section 2 presents
the general form of the TS models and the notations
used in this paper. Section 3 describes the proposed
stability conditions and Section 4 presents the conditions
for observer design. The observer design is illustrated on
an example in Section 5. Finally, Section 6 concludes the
paper.

2. PRELIMINARIES

In this paper, we consider the following autonomous TS
fuzzy system

ẋ =

m∑

i=1

wi(z)Aix

for stability analysis and the system

ẋ =

m∑

i=1

wi(z)(Aix + Biu)

y =

m∑

i=1

wi(z)(Cix)

for observer design, where x is the vector of the state vari-
ables, u is the input vector, y is the measurement vector.
In the equations above, Ai, Bi, and Ci, i = 1, 2, . . . , m
represent the matrices of the ith local linear model and
wi, i = 1, 2, . . . , m are the corresponding membership
functions, which depend on the scheduling variables z. The
scheduling variables in general may depend on the states,
inputs, or other exogenous variables.

Throughout the paper it is assumed that the membership
functions are normalized, i.e., wi(z) ≥ 0,

∑m

i=1
wi(z) = 1,

∀z. The matrices I and 0, respectively, denote the identity
and the zero matrices of the appropriate dimensions, and
H(A) represents the Hermitian of the matrix A, i.e.,
H(A) = A + AT .

3. STABILITY ANALYSIS

In this paper we focus on distributed systems where the
subsystems are connected in a bidirectional string, as
shown in Figure 1.

Fig. 1. Subsystems connected in a string.

Such interconnections are common for instance in flow
processes or production processes. Each subsystem l, l =
1, . . . , ns is described by the TS model

ẋ1 =

m1∑

i=1

w1
i (z1)(A

1
i x1 + A1,2

i x2)

ẋl =

ml∑

i=1

wl
i(zl)(A

l
ixl + Al,l−1

i xl−1 + Al,l+1

i xl+1)

l = 2, 3, . . . , ns − 1

ẋns
=

mns∑

i=1

wns

i (zns
)(Ans

i xns
+ Ans,ns−1

i xns−1)

(1)

It is assumed that the individual subsystems, i.e., the sys-
tems described by ẋl =

∑ml

i=1
wl

i(zl)(A
l
ixl), l = 1, . . . , ns,

are globally asymptotically stable, provable by a common
quadratic Lyapunov function. Consequently, there exist
Pl = PT

l > 0, l = 1, . . . , ns, so that 2

H(PlA
l
z) < 0 (2)

where Al
z =

∑ml

i=1
wl

i(zl)A
l
i. For stability analysis we

assume that the scheduling variables zl, l = 1, . . . , ns,
may depend on the states, inputs, and outputs of any of
the subsystems or on other exogenous variables.

With the considerations above, the following result can be
formulated:

Theorem 1. The distributed TS fuzzy system with the
subsystems described by (1) is globally asymptotically
stable if there exist dl > 0, l = 1, . . . , ns, so that
(

dl−1(Pl−1Al−1

z + (Al−1

z )T Pl−1) Xl,l−1

XT
l,l−1

dl(PlA
l
z + (Al

z)T Pl)

)
< 0

for l = 2, . . . , ns − 1, where Xl,l−1 = 2dl(A
l,l−1
z )T Pl +

2dl−1Pl−1A
l−1,l
z .

Proof. From (2) we have that Vl = x
T
l Plxl is a Lya-

punov function for the l-th individual subsystem, ẋl =∑ml

i=1
wl

i(zl)(A
l
ixl). Consider now the composite Lyapunov

function V =
∑ns

l=1
2dlx

T
l Plxl for the distributed sys-

tem (1). The derivative V̇ can be written as

V̇ =

ns−1∑

l=2

2dlH(xT
l Pl(A

l
zxl + Al,l−1

z xl−1 + Al,l+1
z xl+1))

+ 2d1H(xT
1 P1(A

1
zx1 + A1,2

z x2))

+ 2dns
H(xT

ns
Pns

(Ans

z xns
+ Ans,ns−1

z xns−1))

=

ns−1∑

l=2

2dl

(
xl−1

xl

xl+1

)T

·




0 (Al,l−1

z )T Pl 0
PlA

l,l−1
z H(PlA

l
z) PlA

l,l+1
z

0 (Al,l+1
z )T Pl




(

xl−1

xl

xl+1

)

+ 2d1

(
x1

x1

)T (H(P1A
1
z) (A1,2

z )T P1

P1A
1,2
z 0

)(
x1

x2

)

+ 2dns

(
xns−1

xns

)T

·
(

0 (Ans,ns−1
z )T Pns

Pns
Ans,ns−1

z H(Pns
Ans

z )

)(
xns−1

xns

)

2 We use the notation (2) as a shorthand notation for the condition
H(Pl

∑ml

i=1
wl

i
(zl)A

l
i
) < 0, which is not an LMI.
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=

ns∑

l=2

(
xl−1

xl

)T

·
(

dl−1H(Pl−1A
l−1
z ) Xl,l−1

XT
l,l−1 dlH(PlA

l
z)

)(
xl−1

xl

)

+ x
T
1 d1H(P1A

1
z)x1

+ x
T
ns

dns
H(Pns

Ans

z )xns

with Xl,l−1 = 2dl(A
l,l−1
z )T Pl + 2dl−1Pl−1A

l−1,l
z . Denote

Γl =

(
dl−1H(Pl−1A

l−1
z ) Xl,l−1

XT
l,l−1 dlH(PlA

l
z)

)
(3)

Note that for Γ2 < 0 it is necessary that H(P1A
1
z) < 0,

and for Γns
< 0 it is needed that H(Pns

Ans

z ) < 0.

Consequently, V̇ < 0 if Γl < 0, for l = 2, . . . , ns. 2

As already stated, it is not necessary to explicitly include
the conditions

H(P1A
1
z) < 0

H(Pns
Ans

z ) < 0

to ensure stability of the interconnected system. However,
they can be included into the conditions for the second
and last subsystem. Consequently, the following corollary
can be formulated.

Corollary 2. The distributed TS fuzzy system with the
subsystems described by (1) is globally asymptotically
stable if there exist dl > 0, l = 1, . . . , ns, so that

(
2d1H(P1A

1
z) X2,1

XT
2,1 d2H(P2A

2
z)

)
< 0

(
dl−1H(Pl−1A

l−1
z ) Xl,l−1

XT
l,l−1 dlH(PlA

l
z)

)
< 0

l = 3, . . . , ns − 1
(

dns−1H(Pns−1A
ns−1
z ) Xns,ns−1

XT
ns,ns−1 2dns

H(Pns
Ans

z )

)
< 0

where Xl,l−1 = 2dl(A
l,l−1
z )T Pl + 2dl−1Pl−1A

l−1,l
z , l =

2, . . . , ns.

Note that with these modifications, the first and last
conditions of Theorem 1 become less conservative.

Theorem 1 and Corollary 1 above explicitly state that the
string-connected distributed TS fuzzy system is globally
asymptotically stable, if each subsystem is stable and
the same Lyapunov matrices can be used to ensure the
stability of each pair of adjacent subsystems. However, this
means that in order to verify the stability of the distributed
system, one has to verify in parallel the conditions for each
pair of neighboring subsystems. To develop conditions for
each subsystem, i.e., circumvent the coupling, consider the
condition Γl < 0, l = 2, . . . , ns, with Γl defined as in (3).
This condition can be written as

Γl =
(

dl−1H(Pl−1A
l−1
z ) + δI 2dl−1Pl−1A

l−1,l
z

2dl−1(A
l−1,l
z )T Pl−1 −δI

)

+

(
−δI 2dl(A

l,l−1
z )T Pl

2dlPlA
l,l−1
z dlH(PlA

l
z) + δI

)
< 0

for some δ > 0. Moreover, we have

Γl+1 =
(

dlH(PlA
l
z) + δI 2dlPlA

l,l+1
z

2dl(A
l,l+1
z )T Pl −δI

)

+

(
−δI 2dl+1(A

l+1,l
z )T Pl+1

2dl+1Pl+1A
l+1,l
z dl+1H(Pl+1A

l+1
z ) + δI

)
< 0

By imposing that both terms concerning Pl in the above
expressions are negative definite, the following conditions
can be formulated:

Corollary 3. The distributed TS fuzzy system with the
subsystems described by (1) is globally asymptotically
stable if there exist δl > 0, l = 1, . . . , ns, so that(

H(PlA
l
z) + δlI 2PlA

l,l+1
z

2(Al,l+1
z )T Pl −δlI

)
< 0

(
H(PlA

l
z) + δlI 2PlA

l,l−1
z

2(Al,l−1
z )T Pl −δlI

)
< 0

l = 1, . . . , ns

Note that in the above matrices, with a redefinition
of δl = δ/dl, dl is omitted, as it is positive and it
appears in all terms. Corollary 3 in fact explicitly states
that each subsystem should dominate its two “incoming”
interconnection terms. Moreover, at this point, one can
also formulate the conditions in terms of finding Pl and δl,
l = 1, . . . , ns.

The conditions derived so far, i.e., the conditions of The-
orem 1 and Corollaries 2 and 3 are not LMIs. LMI con-
ditions can be formulated by using e.g., the conditions of
Tanaka et al. (1998), as follows.

Corollary 4. The distributed TS fuzzy system with the
subsystems described by (1) is globally asymptotically
stable if there exist Pl = PT

l > 0 and δl > 0, l = 1, . . . , ns,
so that (

H(PlA
l
i) + δlI 2PlA

l,l+1

i

2(Al,l+1

i )T Pl −δlI

)
< 0

(
H(PlA

l
i) + δlI 2PlA

l,l−1

i

2(Al,l−1

i )T Pl −δlI

)
< 0

i = 1, 2, . . . , ml l = 1, . . . , ns

Moreover, one can also establish local stability of the
interconnected system by using a fuzzy Lyapunov function
and the conditions of Bernal and Guerra (2010).

4. OBSERVER DESIGN

In what follows, we extend the results developed in the
previous section to observer design. For observer design,
consider the distributed system consisting of ns serially
connected TS fuzzy subsystems as follows. The lth sub-
system, l = 1, 2, . . . , ns is given by:

ẋl =

ml∑

i=1

wl
i(zl)(A

l
ixl + Al,l−1

i xl−1 + Al,l+1

i xl+1)

yl =

ml∑

i=1

wl
i(zl)C

l
ixl

(4)

with A1,0
i = 0, i = 1, 2, . . . , m1, and Ans,ns+1

i = 0,
i = 1, 2, . . . , mns

.

For the simplicity of computations, in this paper we
assume that the measurements do not depend on the states
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of the other subsystems, and that the scheduling variables
zl are measured, i.e., they do not depend on unmeasured
states. Then, one can consider the observer

˙̂xl =

ml∑

i=1

wl
i(zl)(A

l
ix̂l + Al,l−1

i x̂l−1

+ Al,l+1

i x̂l+1 + Li(yl − ŷl))

ŷl =

ml∑

i=1

wl
i(zl)C

l
ix̂l

(5)

for the lth subsystem, l = 1, 2, . . . , ns. Under the assump-
tion that the estimates of the neighboring subsystems are
communicated, the error dynamics of the lth subsystem
can be derived as

ėl =

ml∑

i=1

wl
i(zl)

ml∑

j=1

wl
j(zl)((A

l
i − Ll

iC
l
j)el

+ Al,l−1

i el−1 + Al,l+1

i el+1)

= (Al
z − Ll

zC
l
z)el + Al,l−1

z el−1 + Al,l+1
z el+1

for l = 1, 2, . . . , ns.

Note that for this error dynamics, the results from Sec-
tion 3 are directly applicable, and the following result can
be formulated:

Corollary 5. The estimation error dynamics when the
observer (5) is used for the distributed TS fuzzy system (4)
are globally asymptotically stable if there exist Pl = PT

l >
0, Ll

i, and δl > 0, i = 1, 2, . . . ,ml, l = 1, 2, . . . , ns, so that
(
H(PlA

l
z − PlL

l
zC

l
z) + δlI 2PlA

l,l+1
z

2(Al,l+1
z )T Pl −δlI

)
< 0

(
H(PlA

l
z − PlL

l
zC

l
z) + δlI 2PlA

l,l−1
z

2(Al,l−1
z )T Pl −δlI

)
< 0

l = 1, . . . , ns

To develop sufficient LMI conditions that ensure the
conditions of Corollary 5, several relaxations of the double
sums can be used, including the results of Wang et al.
(1996); Tanaka et al. (1998); Kim and Lee (2000); Bergsten
et al. (2001); Tuan et al. (2001); Guerra and Vermeiren
(2004). For instance, using the results of Tuan et al. (2001),
the following LMI conditions can be developed, which,
when satisfied, ensure that the conditions of Corollary 5
are satisfied.

Corollary 6. The estimation error dynamics when the
observer (5) is used for the distributed TS fuzzy system (4)
is globally asymptotically stable if there exist Pl = PT

l >
0, M l

i , and δl > 0, i = 1, 2, . . . ,ml, l = 1, 2, . . . , ns, so
that

Υl+
ii < 0

Υl−
ii < 0

2

ml − 1
Υl+

ii + Υl+
ij + Υl+

ji < 0

2

ml − 1
Υl−

ii + Υl−
ij + Υl−

ji < 0

for i = 1, 2, . . . ,ml, j = 1, 2, . . . ,ml, i 6= j, l =
1, 2, . . . , ns, with

Υl+
ij =

(
H(PlA

l
i − M l

iC
l
j) + δlI 2PlA

l,l+1

i

2(Al,l+1

i )T Pl −δlI

)

Υl−
ij =

(
H(PlA

l
i − M l

iC
l
j) + δlI 2PlA

l,l−1

i

2(Al,l−1

i )T Pl −δlI

)

The observer gains are recovered as Ll
i = P−1

l M l
i .

5. EXAMPLE

In this section we illustrate the proposed observer design
method on a numerical example.

In a water recirculation system, several cascaded tanks
systems are connected in a string. For instance, a system
with three subsystems is shown in Figure 2.

In case of the system presented in Figure 2, water is
pumped into the upper tanks 1, 3, and 5. From these
tanks, the water flows to the lower tanks 2, 4, and 6. From
the lower tanks, part of the water flows into a reservoir,
and part is redistributed to the neighboring tanks. Each
cascaded tank system has one control input ui, which is
the voltage applied to the motor of the corresponding
pump, and one measured output: the water level in the
lower tank. The measured outputs for the whole system
are therefore h2, h4, and h6. The flow rates Fin,i, provided
by the pumps, and the water levels in the upper tanks
have to be estimated, and therefore, an observer has to
be designed. The interconnection between the subsystems
consists of redistributing part of the water that would
flow to the reservoir to the neighboring tanks, indicated
in Figure 2 by the links d12, d21, d23, and d32.

Fig. 2. Coupled cascaded tanks system.

The dynamics of the distributed system in Figure 2 are
given by

τ1Ḟin,1 = −Fin,1 + Qs,1 · u1

ḣ1 =
Fin,1

A1

− s1

√
2gh1

A1

+ d21

s4

√
2gh4

A1

ḣ2 =
s1

√
2gh1

A2

− s2

√
2gh2

A2

(6)
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τ2Ḟin,2 = −Fin,2 + Qs,2 · u2

ḣ3 =
Fin,2

A3

− s3

√
2gh3

A3

+ d12

s2

√
2gh2

A3

+ d32

s6

√
2gh6

A3

ḣ4 =
s3

√
2gh3

A4

− s4

√
2gh4

A4

τ3Ḟin,3 = −Fin,3 + Qs,3 · u3

ḣ5 =
Fin,3

A5

− s5

√
2gh5

A5

+ d23

s4

√
2gh4

A5

ḣ6 =
s5

√
2gh5

A6

− s6

√
2gh6

A6

where d21

s4

√
2gh4

A1

, d12

s2

√
2gh2

A3

, d32

s6

√
2gh6

A3

, and d23

s4

√
2gh4

A5

represent the interconnection terms between the subsys-
tems, i.e., the amount of water redistributed among the
tanks.

The parameters are presented in Table 1, and their values
are: g = 9.81, A1 = 10, A2 = 11, A3 = 11, A4 = 9,
A5 = 12, A6 = 10, s1 = 0.2, s2 = 0.1, s3 = 0.2, s4 = 0.125,
s5 = 0.25, s6 = 0.135, Qs1 = Qs2 = Qs3 = 33.3,
τ1 = τ2 = τ3 = 3, d12 = 0.8, d21 = 0.3, d23 = 0.6,
d32 = 0.3, hmin = 0.2, hmax = 2.

Table 1. Parameter values.

Parameter Symbol Units

Acceleration due to gravity g m/s2

Cross-sectional area of tanks Ai, i = 1, 2, . . . , 6 m2

Outlet area of tanks si, i = 1, 2, . . . , 6 m2

Input to flow gains Qs1, Qs2, Qs3 m3/s/V
Motor time constants τ1, τ2, τ3 s
Distribution ratios d12, d21, d23, d31 –
Minimum water level hmin m
Maximum water level hmax m

Our goal is to design observers to estimate the flow rates
Fin,i, i = 1, 2, 3, and the water level in the upper tanks
h1, h3, and h5.

It is assumed that the tanks have the same height, hmax =
2m, and the water level in the tanks cannot drop below
hmin = 0.2m. Therefore, all levels are bounded, hi ∈
[hmin, hmax], i = 1, 2, . . . , 6.

In order to use the proposed design, first a TS represen-
tation of the system (6) is constructed, using the sector
nonlinearity approach (Ohtake et al., 2001). We present
here only the model for the first subsystem. The individual
dynamics, i.e., the dynamics without the interconnection

term d21

s4

√
2gh4

A1

are represented by the convex combina-

tion of four local linear models, with the local matrices 3

A1

1
=

(
−0.33 0 0
0.10 −0.19 0
0 0.18 −0.09

)
A1

2
=

(
−0.33 0 0
0.10 −0.19 0
0 0.18 −0.03

)

A1

3
=

(
−0.33 0 0
0.10 −0.06 0
0 0.05 −0.09

)
A1

4
=

(
−0.33 0 0
0.10 −0.06 0
0 0.05 −0.03

)

scheduling variables h1 and h2, weighting functions η0
1 =

√
0.2√
h1

√
2−

√
h1√

2−
√

0.2
, η1

1 = 1 − η0
1 , η0

2 =
√

0.2√
h2

√
2−

√
h2√

2−
√

0.2
, η1

2 = 1 −
η0
2 , and membership functions w1 = η0

1η0
2 , w2 = η0

1η2
2 ,

3 All values are rounded to two decimal places.

w3 = η2
1η0

2 , and w4 = η2
1η2

2 . Since the measurement is
linear, we have a common C matrix, C = (0 0 1). The

interconnection term d21

s4

√
2gh4

A1

can be represented by

the convex combination of two local models, with A1,2
1 =(

0 0 0
0 0 0.0831
0 0 0

)
and A1,2

2 =

(
0 0 0
0 0 0.0083
0 0 0

)
and weighting

functions η0
3 =

√
0.2√
h4

√
2−

√
h4√

2−
√

0.2
, η1

4 = 1 − η0
4 .

Similar representations are constructed for the other two
subsystems and the remaining interconnection terms. To
design the observer for the first subsystem, the following
LMI problem is solved 4 : find P1 = PT

1 > 0, M1
i , i =

1, 2, 3, 4 so that
(
H(P1A

1
i − M1

i C) + δ1I 2P1A
1,2
1

2(A1,2
1 )T P1 −δ1I

)
< 0

(
H(P1A

1
i − M1

i C) + δ1I 2P1A
1,2
1

2(A1,2
2 )T P1 −δ1I

)
< 0

i = 1, 2, 3, 4

Note that due to the common measurement matrix, the
double sum relaxations cannot be used. We obtain P1 =(

79.55 1.39 −9.76
1.39 12.73 −65.94
−9.76 −65.94 499.59

)
, δ1 = 4, and the observer gains

L1
1 =

(−0.07
24.88
3.27

)
L1

2 =

(−0.07
24.88
3.33

)

L1
3 =

(−0.04
7.17
0.94

)
L1

4 =

(−0.04
7.17
1.00

)

The observers for the other two subsystems are designed
in a similar manner. A trajectory of the estimation error
for the second subsystem is presented in Figure 3. As can
be seen, the observer correctly estimates the true states.
This trajectory has been obtained for randomly generated
inputs, drawn from the uniform distribution U [0, 0.1], with
the true initial states being x

1
0 = (0.1 0.5 0.3)T (first

subsystem), x
2
0 = (2 0.3 1.4)T (second subsystem), x

3
0 =

(1 0.25 0.6)T (third subsystem), and the estimated initial
states being x̂0 = (0 0.2 0.2)T for all three subsystems.
For numerical integration, the ode23 Matlab function was
used.

Note that in the observer design we did not take into
account that one of the scheduling variables for each
subsystem, h1, h3, and h5, respectively, is a state that
has to be estimated. However, in the simulation, in the
observers’ membership functions, the estimated states
were used. As can be seen, the observer still correctly
estimate the states. This is due to the fact that the initial
estimated states are close enough to the true initial states.

6. DISCUSSION

In this paper, we have considered stability analysis and
observer design for TS fuzzy systems connected in a string.
Sufficient stability and observer design conditions have

4 For solving LMI problems, the SeDuMi solver within the Yalmip
toolbox for Matlab was used.
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Fig. 3. Estimation error for the second subsystem.

been derived and LMI conditions have also been formu-
lated. The application of the proposed design method has
been illustrated on a numerical example.

The proposed stability analysis and observer design
method can be applied either sequentially or in parallel
to all the subsystems. Both types of approaches have their
advantages and shortcomings. Most notably, a sequential
approach (in fact the direct application of Theorem 1 or
Corollary 2) has the advantage that it allows the addition
of new subsystems. However, once the Lyapunov matrix
Pl for the l-th subsystem has been decided upon, it is
not guaranteed that it is suitable to be used for estab-
lishing the stability or to design observers for the l + 1st
subsystem (see the condition of Theorem 1). This can be
circumvented by using the analysis or design methods in
parallel, in fact applying Corollaries 3 and 5.

In this paper, we considered a special class of distributed
systems. In our future research, we will extend the re-
sults presented in this paper to more general, sparsely
interconnected systems. Moreover, the results have been
developed under two major assumptions: that each sub-
system is stable, and that a composite Lyapunov function
can be used for the interconnected system. While these
assumptions are commonly used in the literature, they
necessarily introduces conservativeness. These issues will
be addressed in our future research.
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